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Abstract:

We consider pipelined real-time systems, commonly foundssembly lines, consisting of a chain of tasks executing on
a distributed platform. Their processing is pipelined: repoocessor executes only one interval of consecutive tadles

are therefore interested in minimizing both the input-otitptency and the period. For dependability reasons, walace
interested in maximizing the reliability of the system. Werefore assign several processors to each task, so asd¢asec
the reliability of the system. We assume that both procesmmd communication links are unreliable and subject tcstean
failures, the arrival of which follows a constant paramd®eisson law. We also assume that the failures are staligtica
independent events. We study several variants of this pnattessor mapping problem with several hypotheses onithetta
platform (homogeneous/heterogeneous speeds and/oefailes). We provide NP-hardness complexity results, atichal
mapping algorithms for polynomial problem instances.
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Abstract linear chain and assigns them to the same processor. Inter-
) o ) val mappings are more general than one-to-one mappings,
We consider pipelined real-time systems, commonlyich establish a unique correspondence between tasks and
found in assembly lines, consisting of a chain of tasks yrgcessors; they are very useful for reducing communica-
executing on a distributed platform. Their processing is {jon gverheads, not to mention the many situations where
pipelined: each processor executes only one interval of con ihare are more tasks than processors and where interval
secutive tasks. We are therefore interested in minimizingmappingS are mandatory. The key performance-oriented
both the input-output latency and the period. For depend- atrics to determine the best interval mapping arepie
ability reasons, we are also interested in maximizing the re ;54 and thelatency The period is the time interval re-
liability of the system. We therefore assign several proces quired between the beginning of the execution of two con-
sors to each task, so as to increase the reliability of the sys gy tive data sets. Equivalently, the inverse of the period
tem. We assume that both processors and communications e throughput that measures the aggregate rate of pro-
links are unreliable and subject to transient failures, #re cessing of data. The latency is the time elapsed between the
rival of which follows a constant parameter Poisson law. beginning and the end of the execution of a given data set,
We also assume that the failures are statistically indepen-pance it measures the response time of the system to process
dent events. We study several variants of this multiproces-a qata set entirely. Minimizing the latencyaatagonis-
sor mapping problem with several hypotheses on the targetjc 1o minimizing the period, and tradeoffs should be found
platform (homogeneous/heterogeneous speeds and/or failyanveen these criteria.
ure rates). We provide NP-hardness complexity results, pegides real-time constraints, expressed as an upper
gnd optimal mapping algorithms for polynomial problem p.nd on the period and/or the latency, pipelined real-time
Instances. systems must also satisfy crucipendability constraints
which are expressed as a lower bound onrdiiability of
the mapping. Increasing the reliability is achieved by irepl
cating the intervals on several processors. Increasing the
replication level is therefore good for the reliability,tthad
for the period and latency. We thus have three antagonistic
criteria, the reliability, the period, and the latency.
We evaluate the reliability of a single task mapped onto
Pipelined real-time systen@age commonly found in as- 3 processor according to the classical model of Shatz and

sembly lines and are subject to stependabilitandreal-  wang [21], where each hardware component (processor or
time constraintsThey consist of a chain of tasks executing  communication link) is fail-silent and is characterizeday

on a distributed platform. Each task is a block of code with a ¢gnstant failure rate per time unit the reliability of a task
known amount of work to be processed. The role of the first of qurationd is thereforee=*¢. For an interval of several
task of the chain is to acquire some data set from the enVi'taskS mapped onto a Single processor, we just have to sum
ronment (thanks to sensor drivers), to process it, andyinall up the task durations, hence obtaining'”, whereD is the
to transmit its result to the second task. Each subsequent,m of the task durations. For a mapping with replication,
task receives its input data from its immediately preceding we compute the reliability by building tHeeliability Block
task, processes it, and transmits its result to its immelyiat Diagram (RBD) corresponding to this mapping. Here we
successor task, except the last task that transmits it to thgace the delicate issue that computing the reliability is ex
environment (thanks to actuator drivers). ponential in the size of the mapping (or equivalently the siz
Tasks are assigned to processors of the platform usingof the RBD). To solve this issue, we inseouting opera-
aninterval mappingwhich groups consecutive tasks of the tionsin the mapping to guarantee that the RBD is by con-
struction serial-parallel, therefore allowing us to corgpu
its reliability in linear time.

Keywords: Pipelined real-time systems, interval map-
ping, multi-criteria (reliability, latency, period) optiza-
tion, complexity results, dynamic programming algorithm.
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We first present the models in Section 2, and then discuss In order to derive a realistic communication model, we
related work in Section 3. The core of our contribution is assume that the number of outgoing point-to-point connec-
presented in Sections 4, 5, and 6. Finally, we conclude intions of each processor is limited 6. A given processor

Section 7. is thus capable of simultaneously sending messages to (and
receiving messages fromt) other processors. Indeed, there
2  FEramework is no physical device capable of sending, 48§, messages

to 100 distinct processors, at the same speed as if it was
a single message. The output bandwidth of the sender’s
network card would be a limiting factor. Our assumption
of bounded multi-port communications [14] is reasonable
for a large range of platforms, from large-scale clusters to
multi-core System-on-Chips (SoCs).

In addition, we assume that communications aver-
lappedwith computations, that is, a processor can compute
the current instance of task and, in parallel, send to an-

An application is a&hainof n tasksC = (7;)1<i<n. Each other processor the result of the previous instance; of
task 7; is a block of code that receives its input from its This model is consistent with current processor architec-

predecessor;_;, computes a known amount of work, and  tyres where a SoC can include a processor and several com-
produces an output data set of a known size. Thereforemynication co-processors.

each taskr; is represented by the pé(w;, o;), wherew;

is the amount of work and; is the output data size. BY 23 |nterval mapping

conventionp,, = 0 becauser,, emits its result directly to

the environment through actuator drivers. Specifying the The chain of tasks is executed repeatedly figelined

size of the input data set required by a task is not necessary, - nerto achieve a better throughput. As a consequence,

since, t(;y deflnltlc:(n- ofa Ch?;.n’ Itl IS equa(lj.to the i'ZE,Of thel mapping the chain on the platform involves dividing the
output data set of its iImmediately preceding task. Figure 1 onain into 1, intervals of consecutive tasks, and assign-

shows an example of a chain composed ¢éisks. ing each processor to a unique interval. This technique is
known asinterval mapping Figure 2 shows an example of

In this section, we detail the application model, the plat-
form model, the failure model, and the replication model.
We end with the formal definition of the mono- or multi-
criteria multiprocessor mapping problem.

2.1 Application model

or (1% o _____ On—1 a division of a chain of tasks inta intervals.
T1 T2 Tn

Figure 1. Example of a chain of n tasks. % ; g g g g
I I

Executingr; on a processor of speedakesw; /s units 05 013 033
of time. Transmitting the result of on a link of bandwidth
b takeso; /b units of time. Knowing the values; ando; Figure 2. A chain of tasks divided into ~ m in-

is not a critical assumption since worst-case executioa tim  tervals.

(WCET) analysis has been applied with success to real-life

processors actually used in embedded systems. In partic-

ular, it has been applied to the most critical existing em- |5 a mapping without replication, each interval is as-

bedded system, namely the Airbus A380 avionics softwaresigned to a single processor, while in a mapping with

running on the Motorola MPC755 processor [9, 22]. replication, each interval is assigned to several progesso
Replication is crucial to increase the reliability of thessy

2.2 Platform model tem [10]. If the number of processors is greater than the
number of tasks, then each interval can be of size one (that

The target platform consists @f processors connected is, one task per interval), but this is rarely the case fokrea

by point-to-point communication links. We nofethe set life systems. Also, having many small intervals is likely

of processors? = (P,)1<u<p. We assume that commu- to decrease the period but will also increase the communi-

nication links arehomogeneousthis means that all links  cation costs and hence decrease the total reliability: ahus

have the same bandwidth On the contrary, each pro- trade-offis to be found.

cessorP, may have a different speeq,. Such platforms For eachl < j < m, the intervall; is the set of consec-
correspond to networks of workstations with plain TCP/IP utive tasks between indicg andl;. Moreover,f; = 1,
interconnects or other LANS. V2 < j <m,f; =lj—1 + 1, andl,, = n. The amount



of work processed by; is thereforelV; = 3 ., w; = 2.5 Replication model
le w;. The size of the output data set produced by in-

i=fj

tervaflj is that of its last task, that is, . We uses_patial redundancyo inc_rease th(_e reliability of
a system: in other words, we replicate the intervals on sev-
24 Failure model eral processors. Figure 3 shows an example of mapping by

interval with spatial redundancy: the intervalis mapped
S _ on the processor§P;, P, Ps}, the intervall, is mapped
they arefail-silent Classically, we adopt the failure model 7 mapped on the processof#,_;, P,}. Concerning the

of Shatz and Wang [21]: failures amansientand the max-  communications, the data-dependengyis mapped on the
imal duration of a failure is such that it affects only thecur - point-to-point links{ L14, L15, Loa, Los, L4, L35}, and so

rent operation executing onto the faulty processor, and notgp,
the subsequent operations (same for communication links);
this is the “hot” failure model. Besides, the occurrence of oL () O o1,
failures on a processor (same for a communication link) fol- @ &J _____
lows a Poisson law with a constant parametecalled its |
failure rate per time unitModern fail-silent hardware com- |
|

|
I
. |

ponents can have a failure rate around® per hour. P Py P
Since communication links are homogeneous, we note i i |

A¢ their identical failure rate per time unit. Concerning the P (—— P KO 7 P,

processors, we notk, the failure rate per time unit of the . . !
processol’,, for eachP, in P. prl | |
I I I

Moreover, failure occurrences aseatistically indepen-
dent eventsNote that transient failures are the most com-
mon failures in modern embedded systems, all the more
when processor voltage is lowered to reduce the energy con-
sumption, because even very low energy particles are likely ~ To increase the reliabilitygachprocessor of a given in-
to create a critical charge leading to a transient failufg.[2  terval communicates witbachprocessor of the next inter-

Thereliability of a system measures its continuity of ser- val. Specifically, for anyl < j < m — 1, all the proces-
vice. It is defined as the probability that it functions cor- SOrs executing intervdl; send their result to all processors
rectly during a given time interval [2]. According to our €xecuting the next interval; ;. Because of the bounded
model, the reliability of the processét (resp. the commu-  numberC of possible communications (see Section 2.2),
nication link L) during the durationl is » = ¢~*?, where the maximum number of replicas per interval is also limited
\ is the failure rate per time unit aP or L. Conversely, t0K.
the probability of failureof the processoP (resp. the com-

Figure 3. An example of interval mapping.

munication link L) during the durationlis f = 1 —r = 2.6 Multiprocessor mapping problem

1 — e~*. Hence, the reliability of the task on proces-

sorP, is: We study several variants of the multiprocessor interval
Tui = e~ Auwi/ su (1) mapping problem. The inputs of the problem are a chain of

ntasksC = (7;)1<i<n, @ hardware platform gf processors
ACCOI’dingly, the rellablllty of the interval mapped on the P = (P'u,)1<u<p| and a boundC on the maximal number

processor, is: of replications for each interval of tasks. The output is an
W s intgrval mapping of on_toP, thatis, a dis_tribution aof into
Ty =€ v = H Tu,i (2) m intervals and an assignment of each interval to at rikost
el processors dP, such that each processor executes only one

i _interval. Each variant of the mapping problem optimizes a
Equations (1) and (2) show that platform heterogeneity different set of criteria among the following ones:
may come from two factors: (i) processors having differ-

ent speeds, and (ii) processors having different failuiesta o the reliability,
We say that the platform tsomogeneou$ processors have
same speeds and same failure rates (hence the reliability an
the execution time of an interval no longer depends on the
processor it is assigned to) and we say that the platform is
heterogeneoustherwise.

the expected input-output latency,

e the worst-case input-output latency,
the expected period,

the worst-case period.



Our contribution is multifold. In Section 4, we show how 4 Evaluation of a given mapping
to compute the different objectives (reliability, expettad
worst-case latency, and expected and worst-case period) fo
a given multiprocessor mapping. Then, for homogeneous
platforms, we prove that:

In this section, we detail the computation of the different
objectives (reliability, expected and worst-case lateaogl
expected and worst-case period) for a given mapping. We
1. computing a mono-criterion mapping that optimizes compute the reliability of a mapping by building itslia-

the reliability ispolynomial(Section 5.1); bility block diagram(RBD) [18, 3]. Formally, a RBD is an

acyclic oriented grapi{ NV, E), where each node d¥ is a

2. optimizing both the reliability and the period remains p|ock representing an element of the system, and each arc

polynomial(Section 5.2); of E is acausality linkbetween two blocks. Two particu-
lar connection points are iurceS and itsdestinationD.
An RBD is operationalif and only if there exists at least
one operational path frorfi to D. A path is operational if
For heterogeneous platforms, we prove that optimizing theand only if all the blocks in this path are operational. The
reliability only is NP-complete and hence all the multi-  probability that a block be operational is its reliabiligy
criteria mapping problems that include the reliability in construction, the probability that a RBD is operational is
their criteria are alsdlP-completgSection 6). Finally, we  equal to the reliability of the system that it represents.

3. the problem of optimizing both the reliability and the
latency isNP-completgSection 5.3).

state some concluding remarks in Section 7. In our case, the system is the multiprocessor interval
mapping, possibly partial, of the application on the plat-
3 Related work form. A mapping ispartial if not all intervals have been

mapped yet, but of course those intervals that are mapped

Several papers have dealt with workflow applications are such that all their predecessors are also mapped. Each
whose dependence graph is a linear chain. The pioneerindlock represents an interva) placed onto a processeét,
papers [23, 24] investigate bi-criteria (period, latengyg) ~ ©Or & data-dependeney, between the two intervals; and
timization of such workflows on homogeneous platforms. j+1 placed onto a communication link. The reliability of a
An extension of these results to heterogeneous platforms ig?lock is therefore computed according to Equation (2).
provided in [5, 6]. Computing the reliability in this way assumes that the

All the previous papers deal with fully reliable platforms. occurrences of the failures are statistically independent
In our previous work [4], we have studied the (reliability, events (see Section 2.4). Without this hypothesis, the fact
latency) mapping problem with fail-silent processors. The that some blocks belong to several paths fi8to D makes
model in [4] is quite different, and much more crude, than the computation of the reliability very complex. Concern-
the one of this paper: each processor has an absolute probarg hardware faults, this hypothesis is reasonable, bat thi
bility of failing, independent of task durations, and thelfa ~ Would not be the case for software faults [17].
are unrecoverable. To the best of our knowledge, we are not The main drawback of the approach is that the computa-
aware of other published work on optimizing linear chain tion of the reliability is, in general, exponential in theei
workflows for reliability. However, many papers deal with of the RBD. When the schedule is without replication, the
a single directed acyclic graph (DAG) instead of a pipelined RBD is serial (i.e., there is a single path fros to D) so
workflow, be it a fully general DAG [8], a linear chain [20], the computation of the reliability is linear in the size oéth
or even independent tasks [15, 20]. The closest of the latterRBD. But when the schedule is with replications, the RBD
papers is [20]: it contains a short section on linear chains, has no particular form, so the computation of the reliapilit
with mono-criterion dynamic programming algorithm for is exponential in the size of the RBD. The reason is that pro-
optimizing the reliability which is similar to Algorithm 1  cessors are heterogeneous: the completion dates of a given
(see Section 5.1). interval on its assigned processors are different, so the re

Finally, the specific problem of bi-criteria (length, reli- ception dates by the processors of the next interval are dif-
ability) multiprocessor scheduling has also been adddesse ferent. This is true even when the application is a chain of
in[7,1, 13,19, 11, 12] for general DAGs of operations, but intervals rather than a general graph. See Figure 4 for an
except [1, 11, 12], these papers do not replicate the operaillustration, where the RBD corresponding to the mapping
tions and have thus a very limited impact on the reliability. has no specific form.
Moreover, none consider chains of tasks and interval map- One solution to compute the reliability of the mapping of
pings, and therefore they attempt to minimize the length Figure 4 involves enumerating all thginimal cut set®f its
of the mapping without distinguishing between the period RBD [16]. A cut setin a RBD is a set of block€' such that
and the latency (the latter one being similar to the schedulethere is no path fron$ to D if we remove all the blocks
length). of C from the RBD. A cutC is minimal if, whatever the



block that is removed from it, the resulting set is not a cut
anymore. It follows that the reliability of a minimal cut set
is the reliability of all its blocks put in parallel. The rabil-

ity of the mapping can then be approximated by the reliabil-

ity of the alternative RBD composed of all the minimal cut
sets put in sequence. Because this RBBesal-parallel
this computation is linear in the number of minimal cut sets.

Routing operations can be mappedamyprocessor. For
instance, in the mapping of Figure & could have been
mapped onP; instead ofP;, therefore avoiding the need
for the communicatiotio;, /L15). Also, routing operations
are assumed to be executeditime units [11], hence for
any processop,, the reliability of the blockK R/P,) is 1.

As we have advocated, inserting routing operations

The problemis that, in general, the number of minimal cuts yields the huge advantage of making the reliability compu-

is exponential in the size of the mapping.

oy,
I I

%

P

Py

Figure 4. A mapping of two intervals on four
processors and its unspecified RBD.

For this reason, we follow the approach of [11] and
we insertrouting operationdetween the intervals to make
sure that the RBD representing a mapping is alwssr&al-
parallel, therefore making tractable the computation of the
reliability. This is illustrated in Figure 5, where a rouin
operationk has been mapped on procesBprand the RBD

corresponding to the mapping is serial-parallel; as a conse
guence, the reliability of this mapping can be computed in

a linear time w.r.t. the number of intervals.

Figure 5. The serial-parallel RBD obtained
from the same mapping as in Figure 4 but

with an additional routing operation  R.

tation linear in time. This comes at a cost in the execution
time of the system because of the increased number of com-
munications. However, it has been shown in [11] that the
overhead incurred by the routing operations is reasonable
(only +3.88 % on average).

For an intervall of weight'W mapped on the subset of
processor$;, let ec be its expected time of computation,
and letwc be its WCET (by the slowest processor7f).
Assume that the processors/n are ordered according to
their speed, from the fastes} to the slowestP;: that is,

vl < u < t, we haves,, > s,11. Then, the expected and
worst-case execution times ffon P; are:

S (E TS =)

ec(L,Pr) = Wx 3
( ) 1- Hi:l(l —Tu,1) ©
we(r, Py = ¥ (4)

Equation (3) sums up, for eadh),, the case where the first
u — 1 fastest processors fail, and theh one is successful.
Then, for a mappingZy,P1), ..., (Im, Pm), the expected

latencyE L and the expected periddP are:

EL =Y ec(l;,P;) + o; (5)
1=1
EP = max{ max {o;}, max (ec(l;, P1)}  (6)

The worst-case latency’ . and the worst-case period
W P are defined similarly, but with the worst-case cost of
intervals (Equation (4)) instead of the expected cost (Equa
tion (3)):

WL =Y we(l;,P;) + o0 @)
i=1
WP = max{lgl%)gn{oi} 12_2%};(100(11-, P} (8)

Finally, thanks to the routing operations, the reliability
of the mappind 1, P1), ..., (I;m, Pm) is:

(-

Equation (9) above is computed according to the generic
form of the RBD of Figure 5. To account for the fact that

H (1_Tcomm,i—lxru,li chomm,i)) (9)

P,eP;



the first intervall; has no incoming communication, we just Proof. In this algorithm,F(i, k) is the optimal reliability
setoy = 0, hencer.omm,0 = 1. The same occurs for the when mapping the first tasks onk processors, and it is
outgoing communication of the last intervg),. Finally, computed iteratively with the dynamic programming pro-
routing operations do not appear in Equation (9) since theircedure. O
reliability is always equal ta.
5.2 Réliability/period optimization
5 Complexity results for homogeneous plat-
forms We now present a bi-criteria (reliability, period)
polynomial-time algorithm that optimizes the reliability
In this section, we provide optimal polynomial algo- @ Mapping given a bound on the period. Recall that, for
rithms for the mono-criterion reliability optimizationgp- ~ homogeneous platforms, the worst-case period and the ex-
lem, and then for the bi-criteria (reliability, period) ept ~ Pected period are the same.
mization problem. Finally, we prove the NP-completeness
of the bi-criteria (reliability, latency) optimization pblem.
Note that on homogeneous platforms, the expected latency
and worst-case latency are the same. This also holds true
for the expected period and worst-case period.

Data: a numbep of fully homogeneous processors of
failure rate), a list A of n tasks of sizes;, a
maximal numbefC of replications, and an
upper-bound® on the period

Result: a reliability »

1 for k = 1tomin{K, p} do
2 if max{og,w1,01} < P then

F(lak) = (1_(1_Tcomm,Oxrlxrcomm,l)k);

5.1 Réliability optimization

We present a mono-criterion polynomial-time algorithm 3
that maximizes the reliability of a given chain of tasks on 4 else
a given homogeneous platform. Algorithm 1 is a dynamic s | F(1,k)=0;
programming algorithm. It is a simplified version of Al- 6 end
gorithm 2 for bi-criteria (reliability, period) optimizen, 7 end
which we present in the next section. g fori =1tondo
o | F(i,0) =0;
10 end
11 for i=2 tondo

Data: a numbep of fully homogeneous processors of
failure rate), a list A of n tasks of sizes;, and
a maximal numbekC of replications

Result: a reliability r 12 | fork=itopdo
1 for k =1 tomin{k, p} do 13 F(i,k) =
2 ‘ F(l’ k) =1- (1 — Tcomm,0xT'1 chomm,l)k; maxi <j<i,1<g<min{K,k} {F(], k*q)x
3 end q
4 F(O, 0) =1; (17 (177’507.7“”7%-,j>< H_j<l§i rlXTcomm,i) )
5 for i = 1ton do ‘maX{Oj,ZZ:ijv,oi}SP};
o | F(i,0)=0; 14 | end
7 end

. 15 end

8 fori=2tondo o Fln.q)
9 for k =itopdo = 1<q<p »4),

F(i,k) = Algorithm 2: Optimal algorithm for reliability optimiza-
tion on fully homogeneous platforms, when a bound on
the period is given.

=
o

maxij<j<i,1<g<min{K,k} {F(j7 k*‘]) X

q
(1*(1*7’comm,j71>< nglgi Tlxrcomm,i) )}u
u | end Theorem 2. Algorithm 2 computes in tim@(n?p?) the op-
12 end timal mapping for reliability optimization on fuII_y hpmoge
neous platforms, when a bound on the period is given.

13 7 = maxi<g¢<p F(n, q),

Algorithm 1: Optimal algorithm for reliability optimiza- ~ Proof. In this algorithm,F(i, k) is the optimal reliability of

tion on fully homogeneous platforms. a mapping op processors on thefirst tasks. The dynamic
programming procedure of Algorithm 1 has been modified
Theorem 1. Algorithm 1 computes in tim@(n2p?) theop-  to account for the period bound. O

timal mapping for reliability optimization on fully homoge
neous platforms.



Finally, we observe that the converse problem, namely e all intervals are replicate?ltimes;
optimizing the period when a bound on the reliability is en-
forced, is polynomial too (use a binary search on the period
and repeatedly execute Algorithm 2 until the optimal value o forall 1 < i < n, if a; € A’, thenTs;_; andTy; are
is found). assigned to two different intervals, else they constitute

one single interval.

e any task of size3 make up an interval;

.3 Rédiability/l imization
53 eliability/latency opt atio This yields the following costs for the latency:
We now prove the NP-completeness of the bi-criteria (re- e the sum of computation costs does not depend of the
liability, latency) optimization problem on homogeneous mapping:(n + 1)B + § + 2T}
platforms. As for the period, there is no difference be-

. , o
tween the worst-case latency and the expected latency on * foreachs; € A', we add a communication cos{.

such platforms. We thus obtain a latenc) = (n + 1)B + § + 37. Con-
cerning the reliability, it is the product of the reliabyliof
Theorem 3. The problem of optimizing the reliability on all inte?vaIS' y P el
homogeneous platforms, with a bound on the latency, is NP- '
complete. o the reliability of intervals of size3 is (1—(1—e~*5)?2);
Proof. Consider the associated decision problem: givenan © for eacha; € A’, the product of the reliability
homogeneous platform, a chain of tasks, a bokinoh the of the two intervals for taskss;—1 and T,y is
number of replications, a reliability and a latency., does (1—(1—6—25)2)(1_(1_6—Aai)2), which is greater
there exist a mapping of reliability at leastand latency than(1—2-)(1—A2a?);

not exceeding.? This problem is obviously in NP: given
a mapping, it is easy to compute its reliability and latency,
and to check that it is valid in polynomial time.

To establish the completeness, we use a reduction from

e for eacha; ¢ A’, the reliability of the interval for
tasksTs;_1 andTi;_q is (1—(1—e~*@i+2))2) which

is greater than —\?(a;+1)2.

2-PARTITION: given a sefl of n numbersu,, ..., a,,does  We thus obtain, for the product of all these reliabilities,
there exist a subset’ C Asuchthad ., a =3 .4 @
a a _ —AB\2\n
Let T = %ZaeA a. Let amin = minlgign{aﬁ and =(1-(1-e )" x
amaxr = Maxi<;<n{a;}. We build the following instance [To,car—(1— e 2)2)(1 — (1 — e a)2) «
of our problem with3n + 1 tasks andin identical proces- 2
sors: P ! ! P Il ig A 1= (1 B e_k(aﬁ%)) )

e K =2and\ =10"810""a3"; > (1—(1—e?B)2)n

maz'

_ _ o I ear (1= 20)(1 = X%a2) x
e s =0b =1 (unit processor speed and link bandwidth); I,_ ngf(l — A2(a; + %)2)
* B=g— (3 + 100 +T+2); > (1 (1—e B2
2(n 2 492n n
o V1 <i<n,wz_o=DB,ws 1= % and’wgi = a;, (1_)\ (Z+21§i§n a; +T) —A%2 (amax+1) )
o W31 = B; Suppose now thal, has a solution. The exponentin the

reliability bound implies that any interval is replicatetl a
e V1 <i<n,r=e i andr.omm,; = 1; least2 times, and the bound on replicatior2isThis means
that all intervals are replicated exactlytimes. Suppose
that one of the tasks of sizB is computed together with
L=(n+1)B+2+3T; anl_otg_?{ task in the same interval. This yields the bound on
reliability:

o V1 <i<n,o03-2=0,03-1=a;andos; = 0;

it follows that the reliability of the mapping is =
(1 _ (1 _ e—/\B)Q)n+1><(1 _ )\2(% + Zlgign a% + <
T) — Mx22(amaz + 1)7).

1— (1 _ e~ AB 2)"(1 _ (1 _ 7A(B+amm))2)

T-A2B2(1- AP )2

( )

(1—(1— e B)2yn+l, 1o /\2(B+amm)

(1= (1= e PR (1= X2 (B + amin)?)
(

(

The size of instancg, is polynomial in the size of;. We

now show thafZ; has a solution if and only if; has a so-
lution. Suppose first thaf; has a solutiond’. Then we
propose the following solution fdf;:

L+ X2B2(1 - A2)? 4 20 B4 (1 — 22)*)

1—(1—e M) (1 — 202 Bayin + TA1B?Y)



This means that any task of siZe makes up an interval. is easy to compute the reliability and to check that it is
Let A’ be the set of valuessuch thafls;_; andT3; are not valid in polynomial time. To establish the completeness, we

in the same interval. We obtain the following formulas: use a reduction from 3-PARTITION. Consider the follow-
o ing general instanc&; of 3-PARTITION: given3n num-
o Forthe reliability: bersay, ..., as, and a numbef such thaty", 5, a; =
P < (1= (1= e B)2yn nT, does there exist independent subsefs, ..., B, of
- {a1,...,as,}suchthatforall <i<n,> _pa;=T7
Maea (L= (1= 3)2) (1= (1 —e™%)?) « - - v
a; €A’ Let apin = miny<i<s, i{a;}.
N 2 ) T . .
Ha»ng' 1- (1 — e—*(aﬂ“i)) ) We build the following instanc&, with n tasks and
<(1— (1= By, p = 3n Processors:
(1= 21— M1 = A2a2(1 - May)? x o )= 10"
a;€EA 1 /\4 4 i T
Taogar (= O2+ 2 +22a)(1 - 3(a; + 3))?) .3
<1- )‘2(% + Zlgign a? + Zal&A/ ai) + )\31071&’?7:7(11
e y=1+ Q(T—l,l);

e Forthe latency:
n " e V1 < i < n,w; =1/n (all tasks have cost/n);
(n+ DB+ 3+ > ai+2T < (n+1)B+ 5 +37

Wi

e’ o Ty =e R
Thismeansy_, ., a; < Tandy_, ., a; < T. Hence, ® Teomm,i = 1;
A’ is a solution forZ;. This concludes the proof. O

o V1 <u<3n,\, =Ax~% ands, = 1;

We conclude that, on homogeneous platforms, the bi- . o o
criteria (reliability, period) problem is polynomial, whi it follows thnat the reliability of the mapping is =
the bi-criteria problem (reliability, latency) is NP-colefe. (1= A%)"

As a consequence, the tri-criteria (reliability, period; |
tency) problem is NP-complete too.

It is striking, and somewhat unexpected, that the bi-
criteria (reliability, period) problem is easier than thelic
ability, latency) one. The intuition for this differencettse
following: when the period bound is given, we know once 4 e have one interval per task;
and for all which processors are fast enough to be enrolled
for a given interval. Therefore, the mapping choices are lo- o the-th task is replicated three times and allocated to
cal. On the contrary, the computation of the latency remains the set of processofs, |u € B;}.
global, and its final value, including communication costs,
depends upon the choices that will be made further on. We obtain a reliability for task which is equal to

The size ofZ, is polynomial in the size df;. We show that
7, has a solution if and only if; has a solution.

Suppose first that; has a solutiorBy, . .., B,,. We pro-
pose the following solution fafs:

6 Complexity results for heterogeneous plat- A-JIa =) =1 =T[n) =1 =23,
forms
hence a global reliability > (1 — A3y7)".
In this section, we prove the NP-completeness of the re-

N o] Suppose now thak; has a solution. We first show that
liability optimization problem on heterogeneous platferm

the optimal mapping consists ef intervals, one per task,
each replicated three times. Suppose that we know the
number of intervals in the optimal mapping. There are at
mostn intervals, and we have enough processors to dupli-
Proof. Consider the associated decision problem: given acate all of them three times, and this increases the relia-
heterogeneous platform, a chain of tasks, a bound on thebility. We conclude that all intervals will be replicated¢e
number/C of replications, and a reliability, does there times. Suppose now that one of this intervals containsl
exist a mapping of reliability at least? This problem  tasks. There are enough processors to split this intert@l in
is obviously in NP: given a reliability and a mapping, it ¢ single-task intervals, each replicatetimes. Letr; be the

Theorem 4. The problem of optimizing the reliability on
heterogeneous platforms is NP-complete.



reliability of the original interval with tasks, and, the re-
liability of the same tasks assigneditintervals replicated
3 times. By hypothesis of optimality, we have:

1 > T
o oMt > 1—(1—e M)
= Mt—1int)? < () becausey” <1
= M2-3(2)? < (M2)?  because’ ! <2
= A2 < 2(M2)?
= A2 > %
= 4\ > 2

However\ < 10~8, which contradicts the hypothesis. This

means that, in the optimal solution, any task constitutes an

interval.

Let, for all 4, B, = {a;, T; mapped orP;}. We obtain
the following reliability:

r= L a- [T a-en=a-nm
1<i<n a;EB;
Suppose that, for avalue), . a; # T Then,

ro < H1§i<n(1 HaJeB ()"Yal - %OW’“)Q))
< Jlhcicn( = “ [a,en (- 3M%))
< H1§i<n(1 j( -3 ZajeBi 749))
< Theiza(l =A% = =)
< H1§i<n(1 A3y 2ajen; i 4 3A4 T+Z j)
< ngign( — Ay 2ajem; N+ %
< Jlhci<n — A%y o, )1+ %)
< (1+ 13A/\3 =) H1<7,<n( - AgVZajEBi “)

By hypothesis, we havg’
by convexity,

o, @5 7 T foravaluei. Then

_ AB,YZajEBi aj) <

IIa

1<i<n

(1 . )\B,YT)n72><(1 o )\37T71)><(1 o )\B'YT+1)

10

By hypothesis, we have:

1=XH")" < 7
34 4T
S (1 + Aﬁ)n(l o )\B,YT)n72
(1 o )\3’}/T71)(1 o )\B,YTJrl)
324 _ar
= (1-X37)? < (14 Zaer)”
(1 _ )‘B’YT 1)(1 _ )\B,YTJrl)
(1 3t _ar
S + 13A3 "
(= 2%T)2 = X371 (y — 1))
3)\4 arT -1
= (1 - )‘BFYT)2 > ((1 + /\3 3T )n - 1)
i 4T
(1+ %)”/\%T“(v —-1)?
N ST
= 3A ,Y4T
Z 1+in'y

TP (T=1)7

However,3\ny?T+1(T — 1)2 < 1 and1 + %m“ > 1.
This contradicts the hypothesis. Then{ B, ..., B, } cor-
responds to a solution @b, we haveza ep, aj = T for
1 <i < n. ThisshowsthaB,,..., B, is a solution fortZy,
which concludes the proof. O

Because mono-criterion reliability optimization is al-
ready NP-complete, all multi-criteria problems with pekrio
or latency or both, are also NP-complete on heterogeneous
platforms.

7 Conclusion

We have addressed problems related to the mapping of
linear chain workflows on homogeneous and heterogeneous
distributed platforms. The main goal was to optimize the
reliability of the mapping through task replication, while
enforcing bounds on performance-oriented criteria (fgkrio
and latency). We have been able to derive a comprehensive
set of NP-hardness complexity results, together with opti-
mal algorithms for polynomial instances. Altogether, thes
results provide a solid theoretical foundation for the gtol
multi-criteria mappings of linear chain workflows. Another
contribution of this paper is the introduction of a reatisti
communication model that nicely accounts for the inherent
physical limitations on the communication capabilities of
state-of-the-art processors.

Communication failures have been incorporated in the
model through routing operations, which guarantee that
evaluating the system reliability remains computationall
tractable. An interesting research direction would be to in
vestigate whether it is feasible to remove this routing proc
dure, and accurately approximate the reliability of gehera
(non serial-parallel) systems.



Another direction for future work involves the design

of efficient heuristics for even more difficult problems that
would mix performance-related criteria (period, latency)

with several other objectives, such as reliability, reseur

cost, and power consumption.
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