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Abstract

In this paper, we show how to use the Wavelength Division Multiple Access capabilities of Passive Optical Star Networks for efficiently implementing communication operations that are widely used in parallel applications. We propose algorithms for multiple broadcasting, scattering, gossiping and multi-scattering, which are very close to the lower bound for these problems.

1 Introduction

For massively parallel architectures, the hardware complexity of the interconnection network is much higher than that of the processing units, employing most of the hardware involved [17]. In many optical communication networks, Passive Optical Star technology using wavelength division multiplexing access (WDMA) offers optical multiple access channels that allow significant reduction in the complexity of the specialized routers connected to the processors, along with a substantial reduction in the intermediary latencies for one-to-many communications [1, 20].

The WDMA technology allows us to share the enormous bandwidth of optical fibers among several messages, through the creation of multiple channels by the use of different wavelengths. This can be implemented by tunable feedback laser diodes for the transmitters, and wavelength tunable filters for the receivers [24]. In this paper, we use the processors capability of freely tuning the wavelength they want to access at a given moment, in order to design efficient global communication schemas for Passive Optical Star Networks. Such schemas are commonly used in all areas of parallel computing, ranging from neural networks to linear algebra, and are as follows.

- One-to-all multiple broadcasting: broadcasting multiple messages from one node to all other nodes.
- One-to-all personalized broadcasting (scattering): one node sends a distinct message to all other nodes.
- All-to-all communication: broadcasting from each node to every other nodes.
- All-to-all personalized communication: each node sends a distinct message to every other node.

We show how to implement the first operation in such a way that there is a machine-dependent tradeoff between the system parameters for multiple communication capabilities (k) and the tuning time (D). For all the others, our algorithms come very close to the lower bound for communication costs, while keeping the tuning time as low as possible.

Our paper is organized as follows. In the next section a brief overview of the used optical model is given,
The general algorithm for the tuning communication pattern is introduced in section 2, and all the new algorithms are presented and discussed in section 3. We close the paper with a cross-analysis of all the algorithms and give ways for further research.

We assume that we have $P$ processors, labeled from 0 to $P-1$, connected by a passive optical star-coupled structure.

The model consists of the $P$ processors transmitting and receiving atomic messages over a passive medium. The cost of transmission of an atomic message is assumed to be $\tau$ as in classical communication models [10, 21, 22]. The processors can communicate through any wavelength from the set of wavelengths available for tuning, with the only constraint that for a given wavelength, at most one transmitter can use it at a given step. The tuning time for each new wavelength is denoted $D$. The life-span of an optical message is the number of receivers that can access the message before the message fades away because of the loss of energy caused by the receivers access. We suppose that the system allows each processor to communicate through $k$ different wavelengths at a time step, where $k$ is then the life-span of each optical message in the system.

Such a model is closely related to the reconfiguration network model described in [6, 11, 12] or the complete $k$-ports network model described in [7, 8, 9] for the classical switching networks (such as crossbar, multistage or hardware routing devices) of multiprocessors.

Hence, with such a network, a processor can send and receive $k$ messages of size $L$ from different processors for a cost $D + L\tau$. In the following, we assume the transmission cost to be a unit of time, i.e. $L\tau = 1$.

In the remainder of the paper, let $h = \log_{k+1}(P)$.

2 Tuning Communication Patterns

In this section, we describe the Tuning Communication Patterns (TCP), numbering schemes that define the algorithms.

2.1 TCP1 Broadcast

In TCP1, we define the broadcast of informations from a node, supposed hereinafter and without loss of generality to be node 0, to all the others. At each step, from nodes that possesses informations, $k$ unidirectional communications are done to nodes which do not have informations in a tree-like fashion. At its completion, the TCP1 guarantees that for any node in the system there was a path in time "connecting" it to node 0.

Hence, in a first step, node 0 communicate with $k$ processors. In the next step, every already reached processor is able to have the same behavior as node 0 in the first step (which means that it will communicate with $k$ other processors using the TCP procedure). This is iterated until all the processors involved in the communication operation are reached (see algorithm in Figure 2 and an example for $P = 64$ and $k = 3$ on Figure 1).

Clearly, $\log_{k+1}(P) = h$ is the number of steps needed to reach every node. Then, there are $h$ tuning steps. Since the TCP1 can be seen as a forest of $k$-ary trees, the total number of modified wavelengths is $P-1$.

Let $l > 0$ be the current step and $0 \leq i < (k+1)^{l-1}$ be the number of a node already reached. Therefore, we define the TCP1 in such a way that node $i$ in step $l$ will communicate with nodes:

$$(k+1)^l + i, (k+1)^{l-1} + ik + 1, \ldots, (k+1)^{l-k} + ik + k - 1$$

2.2 TCP2 Exchange

The second schema, TCP2, is a total exchange on a $K_{k+1}$ clique, i.e. complete networks of $k$ processors. In one communication step, each processor of the clique exchange with the $k$ others the data it possesses, resulting in $k+1$ times more information on each processor.

Figure 3 describes the procedure for several steps on a 64 nodes machine and the algorithm is depicted in Figure 4. A numbering schema is proposed in the following.

We define the TCP2 for one step in such a way that node $0 \leq i < (k+1)^{h-1}$ will communicate with nodes:

$$(k+1)^{h-1} + ik, (k+1)^{h-2} + ik + 1, \ldots, (k+1)^{h-1} + ik + k - 1$$
i = my_node_id
for l = 1 to h do
  if i < (k + 1)^l // reached at step l - 1 */
    for j = 0 to k - 1 do
      i communicate with node (k + 1)^l + ik + j
    endfor
  else
    if (k + 1)^l ≤ i < (k + 1)^l+1
      i receive information on its wavelength
    endif
  endif
endfor

Figure 2: Algorithm implementing the TCP1

Figure 3: TCP2 description for 64 nodes and k = 3

For other steps, the numbering schema is of the same kind but will depend of the algorithm studied (all-to-all, broadcast, etc.). It has, for instance, to do the exact reverse of the broadcast-split phases in the broadcast algorithm.

Notice that we do not precise here if the message size in these TCPs procedures is the same at each step. In fact, we will see that the TCP1 procedure can be used with with a splitting of the messages at each step (broadcast-split) and that the TCP2 can be used with a grouping of messages (exchange-group).

\[
\begin{array}{|c|c|c|}
\hline
& TCP1 & TCP2 \\
\hline
\text{Tuning cost} & kD & (k + 1)k \\
\text{Communication cost} & 1 & 1 \\
\hline
\end{array}
\]

3 Global communication schemas

3.1 Scattering algorithm

The scattering operation, or personalized one-to-all, is used for instance in the distribution of data on a set of processors [15, 19]. We only need the TCP1 procedure to describe this global communication operation. We assume that node 0 owns \( P \) contiguous messages that have to be delivered one to each node in the system. After tuning, in the first step of the algorithm, node 0 divides the set of messages in \( k + 1 \) equal contiguous parts of size \( \frac{P}{k+1} \). One of these subsets remains on the node (it contains the messages that will be used in the next steps), while the \( k \) others are sent to the \( k \) nodes “listening” to it at this step.

At step 2, when the communication has complete, tuning occurs and each processor having been reached in the previous step behaves as node 0 did at the first step. Thus, there are \( k + 1 \) nodes having \( \frac{P}{k+1} \) messages. The \( k + 1 \) nodes then communicate each with \( k \) “sons” and send one \( (k + 1)^{th} \) of their initial message to each one.

At step \( l \), when the communication has complete, tuning occurs and each processor having been reached in a previous step behaves as node 0 did at the previous steps. Thus, there are \( (k + 1)^{l-1} \) nodes having \( \frac{P}{k+1} \) messages. All the reached nodes then communicate with \( k \) “sons” and send one \( (k + 1)^{th} \) of the set of messages to each one.

The algorithm stops after \( h \) steps, when every node has its own message. It is not difficult to see that, at this point, all the nodes have been reached.

The tuning cost is given by the tuning cost of the TCP algorithm, giving:

\[
T_{\text{scat base}} = T_{\text{TCP1}} = (P - 1)D
\]

And the communication cost equals the sum of the costs for each step:

\[
T_{\text{com}} = \sum_{i=1}^{h} \frac{P}{(k + 1)^i} = \frac{P - 1}{k}.
\]

Notice that the scattering strategy (which is often used), for instance, to collect results for storage and
treatment on a host workstation) is exactly the inverse of the gathering strategy and that this global algorithm can be implemented with TCP operations using unidirectional communications in the other way.

3.2 Multiple message broadcasting

The multiple broadcast is one of the basic operations on a number of parallel algorithms. It is used for example, to load the same code or data, or to communicate results on a network of processors. This operation has already been studied under the postal communication model by [2, 3].

3.2.1 Naïve algorithm

If we suppose that in the TCP, node 0 has \( m \) messages to be broadcasted, then a straightforward broadcast algorithm is obtained, where at each step, every reached node send the \( m \) messages along its \( k \) wavelengths using the TCP1 procedure.

Since each step costs \( m \) in communication time, we have a total cost of:

\[
T_{\text{broadcast}} = T_{\text{TCP1}} + hm = (P-1)D + hm
\]

3.2.2 Two phase algorithm

Suppose now that we change the naïve algorithm above by splitting the original set of messages in \((k+1)\) parts in the beginning of the algorithm. Then, the naïve algorithm proceeds and once all the processors are reached, node 0 has the whole set and each processor has \( 1/(k+1) \) subset. Then, in order to finish the broadcasting operation, the set of messages must be rebuilt in the processors. For this, processors that possess complementary informations use the TCP2 procedures. They turn their wavelengths to build \((k+1)\)-cliques \((K_{k+1})\) and they exchange using all their wavelengths the missing parts of the set of messages. Since each \((k+1)\)-clique has the whole initial set, this single all-to-all operation allows every processor to recover the original set.

Notice that we can recursively apply this idea. We get then a first phase, where the set of messages is continuously broadcast-split according to the TCP; followed by a second phase, where the no-split broadcast TCP1 procedures are employed and then a third phase where the set of messages is, step after step, completely recomposed, with TCP2 operations on \((k+1)\)-cliques of complementary processors.

It is clear that the number of wavelengths used is larger during the third phase because it concerns cliques and no longer trees subnetworks. Therefore, the tuning cost will be much higher. Actually, the longer the splitting phase, the more expensive the third phase because they must contain the same number of steps for the information to be completely rebuilt. Then, the savings in the communication time yielded by the splitting disappear under the weight of tuning. In order to reach the optimum, the idea is then to stop the broadcast-split of the first phase at some step \( h' \) \((0 \leq h' \leq h)\).

The first and second phases have \( h \) steps altogether in order to reach all nodes but in the TCP1-broadcast phase, the messages to be sent are smaller than the initial one because of the TCP1-broadcast-split steps.

With \( P = 64 \) and \( k = 3 \) is given in Figure 5, one can imagine that there are 1 steps in the first phase TCP1-broadcast-split, one in the second TCP1-broadcast and thus 2 TCP2-exchange steps in the second phase.

In the following, we give the complexity analysis of this algorithm:

\[
T_{\text{phase1}} = \sum_{i=0}^{h'} \frac{m}{(k+1)^i}
\]

\[
T_{\text{phase2}} = \sum_{i=h'+1}^{h} \frac{m}{(k+1)^i}
\]
\[ T_{\text{com}}^{\text{phase3}} = \sum_{i=0}^{1} \left( \frac{m}{(k+1)^i} \right) \]

giving a total communication cost:
\[ T_{\text{com}}^{\text{cast}} = \left( \frac{2}{k} \left( (k+1)^h - 1 \right) + h - h' \right) \frac{m}{(k+1)^h} \]

The tuning cost is given by:
\[ T_{\text{tune}}^{\text{phase4+2}} = T_{\text{tune}}^{\text{TCP}} = (P-1)D \]
\[ T_{\text{tune}}^{\text{phase3}} = \sum_{i=0}^{1} (P_k D) = h' P_k D \]

giving a total tuning cost:
\[ T_{\text{tune}} = [(P-1) + h' P_k] D. \]

If we assume that the broadcast-split phase lasts \( h \) steps, i.e., there is no second phase, the communication cost is given by:
\[ T_{\text{com}}^{\text{cast}} = 2 \left( \frac{P-1}{kP} \right)^{m} \]

and the tuning cost is given by:
\[ T_{\text{tune}} = [(P-1) + h' P_k] D, \]

The total cost of the TCP broadcasting \( T_{\text{com}}^{\text{cast}} \) is given by the sum of the tuning cost \( T_{\text{tune}}^{\text{phase4+2}} \) and the communication cost \( T_{\text{com}}^{\text{cast}} \).

We now compute the optimal number of broadcast-split steps \( h_{spt} \) which minimizes the total execution cost.

For our minimization, we have:
\[ \frac{\partial(T_{\text{com}}^{\text{cast}} + T_{\text{tune}}^{\text{phase4+2}})}{\partial h} = 0. \]

Thus,
\[ h_{spt} = h - 1 + \frac{1}{\ln(k+1)} - \frac{\Omega \left( \frac{(k+1)^h}{\ln(k+1)} \right)}{\ln(k+1)} \]

Roughly, there is a tradeoff to find between the number of tunings and the communication cost. It will depend of the network parameters.

<table>
<thead>
<tr>
<th>( h' )</th>
<th>Tuning</th>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>((P-1)D)</td>
<td>(km)</td>
</tr>
<tr>
<td>( h )</td>
<td>(( (P-1) + h P_k ) D )</td>
<td>(2(\frac{P}{k+1})m)</td>
</tr>
</tbody>
</table>

Remark that the tuning patterns numbering can be pre-computed and stored in tables. Hence the Operating System or libraries will use it with no added cost during the execution.

### 3.3 Multiple all-to-all algorithm

The multiple all-to-all operation is usually very costly and is used in many parallel algorithms when all the processors have to exchange their data [18]. This operation is sometimes called gossiping [16] or complete broadcast [23].

This operation can be efficiently implemented on a Passive Optical Star network using several steps of the TCP2-exchange-group operations on \( K_{k+1} \) sub-networks.

The number of steps necessary to complete the algorithm is the same as for the one-to-all type operations (multiple broadcast and scattering).

The tuning cost is given by:
\[ T_{\text{tune}}^{\text{data}} = \sum_{i=0}^{h-1} (P_k D) = h' P_k D \]

and the communication cost is given by:
\[ T_{\text{com}}^{\text{data}} = \sum_{i=0}^{h-1} ((k+1)i/m) = \frac{(k+1)^h - 1}{k} m = \frac{(P-1)m}{k} \]

### 3.4 Personalized all-to-all algorithm

This operation is also called total exchange [15] or multi-scattering [16].

We use the TCP2-exchange operations as for the multiple all-to-all schema, and at each step of the algorithm, each node sends a message of constant size \( \frac{P}{k+1} \):
\[ T_{\text{tune}}^{\text{data}} = T_{\text{tune}}^{\text{data}} \]
\[ T_{\text{com}}^{\text{data}} = \sum_{i=0}^{h-1} \frac{P}{k+1} = h \left( \frac{P}{k+1} \right) \]

### 4 Results summary and conclusion

In tables 1 and 2, we give a summary of the complexity results obtained. The lower bounds in our model were obtained by a simple evaluations of the best cases where the hardware is supposed to be fully used at any moment. One can see that our algorithms match the lower bound for communication costs in two of the problems and is in a factor 2 and \( h \) in the two others. As far as broadcasting is concerned, there is a tradeoff between the communication and the tuning costs, depending on the length of the broadcast-split phase.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Communication cost</th>
<th>Lower bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>ota (( R = 0 ))</td>
<td>( \frac{i}{m} )</td>
<td>( \frac{m}{D} )</td>
</tr>
<tr>
<td>ota (( R' = h ))</td>
<td>( \frac{2m}{P} ) ( \frac{(P-1)m}{\lambda} )</td>
<td>( \frac{2m}{D} )</td>
</tr>
<tr>
<td>pata</td>
<td>( \frac{1}{L} )</td>
<td>( \frac{1}{P} )</td>
</tr>
<tr>
<td>ata</td>
<td>( \frac{1}{L} )</td>
<td>( \frac{1}{P} )</td>
</tr>
<tr>
<td>pata</td>
<td>( \frac{1}{L} )</td>
<td>( \frac{1}{P} )</td>
</tr>
</tbody>
</table>

Table 1: Summary of the Communication costs and lower bounds

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Tuning cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>ota (( R = 0 ))</td>
<td>( (P-1)D )</td>
</tr>
<tr>
<td>ota (( R' = h ))</td>
<td>( ((P-1)+hK)D )</td>
</tr>
<tr>
<td>pata</td>
<td>( (P-1)D )</td>
</tr>
<tr>
<td>ata</td>
<td>( hK + D )</td>
</tr>
<tr>
<td>pata</td>
<td>( hK + D )</td>
</tr>
</tbody>
</table>

Table 2: Summary of the Tuning costs

Remark that the numbering schemes introduced in the preceding works only for multi-computers with a number of nodes which is exactly a power of \((k+1)\). Finding a numbering scheme for an arbitrary number of nodes is not difficult (one can just assume that dummy nodes exist until the next power of \((k+1)\)) but it will result in a little loss of efficiency in the algorithms (at most one step of TCP procedures). Anyway, we think that, matching the lower bounds for any \( P \) is a very challenging theoretical problem but that it is not worth the gain in practice.

With these results in mind, the WDMA technology seems to be very promising for massively parallel computers and will guarantee a very good efficiency for most of the algorithms by reducing the communications costs.

Remark that if the message are not atomic, i.e. \( LR \neq 1 \), the preceding results can be easily adapted and compared directly with the results of the classical studies (usually with \( m = 1 \)) on non-optical wormhole protocol networks [4, 5, 6, 14].

Our ongoing work is the implementation of these communication routines on an Intel Paragon machine to validate the TCP approach. We also want to have timings to compare the TCP algorithms with the classical communications routines implemented on a non-optical wormhole interconnection network because this step by step communication strategy can fit very well with our works on communication/computation overlap [13].
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