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Abstract—Conceptual and algorithmic tools are developed as a foundation for a theory of scheduling complex computation-dags for

Internet-based computing. The goal of the schedules produced is to render tasks eligible for allocation to remote clients (hence, for

execution) at the maximum possible rate. This allows one to utilize remote clients well, as well as to lessen the likelihood of the

“gridlock” that ensues when a computation stalls for lack of eligible tasks. Earlier work has introduced a formalism for studying this

optimization problem and has identified optimal schedules for several significant families of structurally uniform dags. The current

paper extends this work via a methodology for devising optimal schedules for a much broader class of complex dags, which are

obtained via composition from a prespecified collection of simple building-block dags. The paper provides a suite of algorithms that

decompose a given dag G to expose its building blocks and an execution-priority relation . on building blocks. When the building blocks

are appropriately interrelated under ., the algorithms specify an optimal schedule for G.

Index Terms—Internet-based computing, grid computing, global computing, Web computing, scheduling dags, dag decomposition,

theory.
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1 INTRODUCTION

EARLIER work [15], [17] has developed the Internet-
Computing (IC, for short) Pebble Game, which abstracts

the problem of scheduling computations having intertask
dependencies,1 for several modalities of Internet-based
computing—including Grid computing (cf. [2], [6], [5]),
global computing (cf. [3]), and Web computing (cf. [12]).
The quality metric for schedules produced using the Game
is to maximize the rate at which tasks are rendered eligible
for allocation to remote clients (hence, for execution), with
the dual aim of: 1) enhancing the effective utilization of
remote clients and 2) lessening the likelihood of the
“gridlock” that can arise when a computation stalls pending
computation of already allocated tasks.

A simple example should illustrate our scheduling

objective. Consider the two-dimensional evolving mesh of

Fig. 1. An optimal schedule for this dag sequences tasks

sequentially along each level [15] (as numbered in the

figure). If just one client participates in the computation,

then, after five tasks have been executed, we can allocate

any of three eligible tasks to the client. If there are several

clients, we could encounter a situation wherein two of these

three eligible tasks (marked A in the figure) are allocated to

clients who have not yet finished executing them. There is,

then, only one task (marked E) that is eligible and
unallocated. If two clients now request work, we may be
able to satisfy only one request, thus wasting the computing
resources of one client. Since an optimal schedule max-
imizes the number of eligible tasks, it minimizes the
likelihood of this waste of resources (whose extreme case
is the gridlock that arises when all eligible tasks have been
allocated, but none has been executed).

Many IC projects—cf. [2], [11], [18]—monitor either the
past histories of remote clients or their current computa-
tional capabilities or both. While the resulting snapshots
yield no guarantees of future performance, they at least
afford the server a basis for estimating such performance.
Our study proceeds under the idealized assumption that
such monitoring yields sufficiently accurate predictions of
clients’ future performance that the server can allocate
eligible tasks to clients in an order that makes it likely that
tasks will be executed in the order of their allocation. We
show how such information often allows us to craft
schedules that produce maximally many eligible tasks after
each task execution.

Our contributions. We develop the framework of a
theory of Internet-based scheduling via three conceptual/
algorithmic contributions. 1) We introduce a new “priority”
relation, denoted ., on pairs of bipartite dags; the assertion
“G1 . G2” guarantees that one never sacrifices our quality
metric (which rewards a schedule’s rate of producing
eligible tasks) by executing all sources of G1, then all sources
of G2, then all sinks of both dags. We provide a repertoire of
bipartite building-block dags, show how to schedule each
optimally, and expose the .-interrelationships among them.
2) We specify a way of “composing” building blocks to
obtain dags of possibly quite complex structures; cf. Fig. 2.
If the building blocks used in the composition form a
“relation-chain” under ., then the resulting composite dag
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1. As is traditional—cf. [8], [9]—we model such a computation as a dag
(directed acyclic graph).
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is guaranteed to admit an optimal schedule. 3) The
framework developed thus far is descriptive rather than
prescriptive. It says that if a dag G is constructed from
bipartite building blocks via composition and if we can
identify the “blueprint” used to construct G and if the
underlying building blocks are interrelated in a certain way,
then a prescribed strategy produces an optimal schedule for
G. We next address the algorithmic challenge in the
preceding ifs: Given a dag G, how does one apply the
preceding framework to it? We develop a suite of
algorithms that: a) reduce any dag G to its “transitive
skeleton” G0, a simplified version of G that shares the same
set of optimal schedules; b) decompose G0 to determine
whether or not it is constructed from bipartite building
blocks via composition, thereby exposing a “blueprint” for
G0; c) specify an optimal schedule for any such G0 that is
built from building blocks that form a “relation-chain”
under .. For illustration, all of the dags in Fig. 2 yield to our
algorithms.

The scheduling theory we develop here has the potential
of improving efficiency and fault tolerance in existing Grid
systems. As but one example, when Condor [19] executes
computations with complex task dependencies, such as the
Sloan Digital Sky Survey [1], it uses a “FIFO” regimen to
sequence the allocation of eligible tasks. Given the temporal
unpredictability of the remote clients, this scheduling may
sometimes lead to an ineffective use of the clients’
computing resources and, in the extreme case, to “grid-
lock.” Our scheduling algorithms have the potential of
reducing the severity of these issues. Experimental work is
underway to determine how to enhance this potential.

Related work. Most closely related to our study are its
immediate precursors and motivators, [15], [17]. The main
results of those sources demonstrate the necessity and
sufficiency of parent orientation for optimality in scheduling
the dags of Fig. 3. Notably, these dags yield to the
algorithms presented here, so our results both extend the
results in [15], [17] and explain their underlying principles
in a general setting. In a companion to this study, we are
pursuing an orthogonal direction for extending [15], [17].
Motivated by the demonstration in Section 3.4 of the limited
scope of the notion of optimal schedule that we study here,
we formulate, in [14], a scheduling paradigm in which a
server allocates batches of tasks periodically, rather than
allocating individual tasks as soon as they become eligible.
Optimality is always possible within this new framework,

but achieving it may entail a prohibitively complex
computation. An alternative direction of inquiry appears
in [7], [13], where a probabilistic pebble game is used to
study the execution of interdependent tasks on unreliable
clients. Finally, our study has been inspired by the many
exciting systems and/or application-oriented studies of
Internet-based computing, in sources such as [2], [3], [5], [6],
[11], [12], [18].

2 EXECUTING DAGS ON THE INTERNET

We review the basic graph-theoretic terms used in our study.
We then introduce several bipartite “building blocks” to
exemplify our theory. Finally, we present the pebble game on
dags we use to model computations on dags.

2.1 Computation-Dags

2.1.1 Basic Definitions

A directed graph G is given by a set of nodesNG and a set of arcs
(or, directed edges) AG, each having the form ðu! vÞ, where
u; v 2 NG. A path in G is a sequence of arcs that share adjacent
endpoints, as in the following path from node u1 to node un:
ðu1 ! u2Þ; ðu2 ! u3Þ; . . . ; ðun�2 ! un�1Þ; ðun�1 ! unÞ. A
dag (directed acyclic graph) G is a directed graph that has no
cycles, i.e., in a dag, no path of the preceding form hasu1 ¼ un.
When a dag G is used to model a computation, i.e., is a
computation-dag:

. each v 2 NG represents a task in the computation;

. an arc ðu! vÞ 2 AG represents the dependence of
task v on task u: v cannot be executed until u is.

Given an arc ðu! vÞ 2 AG, u is a parent of v and v is a child
of u in G. Each parentless node of G is a source (node), and
each childless node is a sink (node); all other nodes are
internal. A dag G is bipartite if:

1. NG can be partitioned into subsets X and Y such
that, for every arc ðu! vÞ 2 AG, u 2 X and v 2 Y ;

2. each v 2 NG is incident to some arc of G, i.e., is either
the node u or the node w of some arc ðu! wÞ 2 AG.
(Prohibiting “isolated” nodes avoids degeneracies.)
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Fig. 1. An optimal schedule helps utilize clients well and reduce chances

of gridlock.

Fig. 2. Dags with complex task dependencies that our algorithms can

schedule optimally.



G is connected if, when arc-orientations are ignored, there is a
path connecting every pair of distinct nodes.

2.1.2 A Repertoire of Building Blocks

Our study applies to any repertoire of connected bipartite
building-block dags that one chooses to build complex dags
from. For illustration, we focus on the following specific
dags. The following descriptions proceed left to right along
successive rows of Fig. 4; we use the drawings to refer to
“left” and “right.”

The first three dags are named for the Latin letters
suggested by their topologies. W-dags epitomize “expan-
sive” and M-dags epitomize “reductive” computations.

W-dags. For each integer d > 1, the ð1; dÞ-W-dagW1;d has
one source and d sinks; its d arcs connect the source to each
sink. Inductively, for positive integers a; b, the ðaþ b; dÞ-W-
dag Waþb;d is obtained from the ða; dÞ-W-dag Wa;d and the
ðb; dÞ-W-dag Wb;d by identifying (or merging) the rightmost
sink of the former dag with the leftmost sink of the latter.

M-dags. For each integer d > 1, the ð1; dÞ-M-dagM1;d has
d sources and one sink; its d arcs connect each source to the

sink. Inductively, for positive integers a; b, the ðaþ b; dÞ-M-

dag Maþb;d is obtained from the ða; dÞ-M-dag Ma;d and the

ðb; dÞ-M-dagMb;d by identifying (or merging) the rightmost

source of the former dag with the leftmost source of the latter.
N-dags. For each integer s > 0, the s-N-dag N s has

s sources and s sinks; its 2s� 1 arcs connect each source v to

sink v and to sink vþ 1 if the latter exists. N s is obtained

fromWs�1;2 by adding a new source on the right whose sole

arc goes to the rightmost sink. The leftmost source of N s

—the dag’s anchor—has a child that has no other parents.
(Bipartite) Cycle-dags. For each integer s > 1, the

s-(Bipartite) Cycle-dag Cs is obtained from N s by adding a

new arc from the rightmost source to the leftmost sink—so

that each source v has arcs to sinks v and vþ 1 mod s.
(Bipartite) Clique-dags. For each integer s > 1, the

s-(Bipartite) Clique-dag Qs has s sources and s sinks and an

arc from each source to each sink.
We choose the preceding building blocks because the

dags of Fig. 3 can all be constructed using these blocks.

Although details must await Section 4, it is intuitively clear

from the figure that the evolving mesh is constructed from

its source outward by “composing” (or, “concatenating”) a

ð1; 2Þ-W-dag with a ð2; 2Þ-W-dag, then a ð3; 2Þ-W-dag, and

so on; the reduction-mesh is constructed from its sources

upward using ðk; 2Þ-M-dags for successively decreasing

values of k; the reduction-tree is constructed from its

sources/leaves upward by “concatenating” collections of

ð1; 2Þ-M-dags; the FFT dag is constructed from its sources

outward by “concatenating” collections of 2-cycles (which

are identical to 2-cliques).
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Fig. 3. (a) An evolving (two-dimensional) mesh, (b) a (binary) reduction-tree, (c) an FFT-dag, and (d) a (two-dimensional) reduction-mesh (or,

pyramid dag).

Fig. 4. The building blocks of semi-uniform dags.



2.2 The Internet-Computing Pebble Game

A number of so-called pebble games on dags have been

shown, over the course of several decades, to yield elegant

formal analogues of a variety of problems related to

scheduling computation-dags. Such games use tokens,

called pebbles, to model the progress of a computation on

a dag: The placement or removal of the various available

types of pebbles—which is constrained by the dependencies

modeled by the dag’s arcs—represents the changing

(computational) status of the dag’s task-nodes.
Our study is based on the Internet-Computing (IC, for

short) Pebble Game of [15], whose structure derives from the

“no recomputation allowed” pebble game of [16]. Arguments

are presented in [15], [17] (q.v.) that justify studying a

simplified form of the Game in which task-execution order

follows task-allocation order. As we remark in the Introduc-

tion, while we recognize that this assumption will never be

completely realized in practice, one hopes that careful

monitoring of the clients’ past behaviors and current

capabilities, as prescribed in, say, [2], [11], [18], can enhance

the likelihood, if not the certainty, of the desired order.

2.2.1 The Rules of the Game

The IC Pebble Game on a computation-dag G involves one

player S, the Server, who has access to unlimited supplies of

two types of pebbles: ELIGIBLE pebbles, whose presence

indicates a task’s eligibility for execution, and EXECUTED

pebbles, whose presence indicates a task’s having been

executed. We now present the rules of our simplified

version of the IC Pebble Game of [15], [17].

The Rules of the IC Pebble Game

. S begins by placing an ELIGIBLE pebble on each
unpebbled source of G.

/*Unexecuted sources are always eligible for

execution, having no parents whose prior execution

they depend on.*/
. At each step, S

- selects a node that contains an ELIGIBLE pebble,
- replaces that pebble by an EXECUTED pebble,
- places an ELIGIBLE pebble on each unpebbled

node of G, all of whose parents contain EXE-

CUTED pebbles.
. S’s goal is to allocate nodes in such a way that every

node v of G eventually contains an EXECUTED pebble.
/*This modest goal is necessitated by the possi-

bility that G is infinite.*/

Note. The (idealized) IC Pebble Game on a dag G
executes one task/node of G per step. The reader should not

infer that we are assuming a repertoire of tasks that are

uniformly computable in unit time. Once we adopt the

simplifying assumption that task-execution order follows

task-allocation order, we can begin to measure time in an

event-driven way, i.e., per task, rather than chronologically,

i.e., per unit time. Therefore, our model allows tasks to be

quite heterogeneous in complexity as long as the Server can

match the tasks’ complexities with the clients’ resources (via

the monitoring alluded to earlier).

A schedule for the IC Pebble Game on a dag G is a rule
for selecting which ELIGIBLE pebble to execute at each
step of a play of the Game. For brevity, we henceforth
call a node ELIGIBLE (respectively, EXECUTED) when it
contains an ELIGIBLE (respectively, an EXECUTED) pebble.
For uniformity, we henceforth talk about executing nodes
rather than tasks.

2.2.2 IC Quality

The goal in the IC Pebble Game is to play the Game in a way
that maximizes the number of ELIGIBLE nodes at every
step t. For each step t of a play of the Game on a dag G
under a schedule �: bEE�ðtÞ denotes the number of nodes of G
that are ELIGIBLE at step t and E�ðtÞ the number of
ELIGIBLE nonsource nodes. (Note that E�ð0Þ ¼ 0.)

We measure the IC quality of a play of the IC Pebble Game on
a dag G by the size of bEE�ðtÞ at each step t of the play—the bigger
bEE�ðtÞ is, the better. Our goal is an IC-optimal schedule �, in
which, for all steps t, bEE�ðtÞ is as big as possible.

It is not a priori clear that IC-optimal schedules ever
exist! The property demands that there be a single schedule
� for dag G such that, at every step of the computation, �
maximizes the number of ELIGIBLE nodes across all
schedules for G. In principle, it could be that every schedule
that maximizes the number of ELIGIBLE nodes at step t
requires that a certain set of t nodes has been executed,
while every analogous schedule for step tþ 1 requires that
a different set of tþ 1 nodes has been executed. Indeed, we
see in Section 3.4 that there exist dags that do not admit any
IC-optimal schedule. Surprisingly, though, the strong
requirement of IC optimality can be achieved for large
families of dags—even ones of quite complex structure.

The significance of IC quality—hence of IC optimality
—stems from the following intuitive scenarios: 1) Schedules
that produce ELIGIBLE nodes maximally fast may reduce
the chance of a computation’s “stalling” because no new
tasks can be allocated pending the return of already
assigned ones. 2) If the Server receives a batch of requests
for tasks at (roughly) the same time, then an IC-optimal
schedule ensures that maximally many tasks are ELIGIBLE

at that time so that maximally many requests can be
satisfied. See [15], [17] for more elaborate discussions of
IC quality.

3 THE RUDIMENTS OF IC-OPTIMAL SCHEDULING

We now lay the groundwork for an algorithmic theory of
how to devise IC-optimal schedules. Beginning with a
result that simplifies the quest for such schedules, we
expose IC-optimal schedules for the building blocks of
Section 2.1.2. We then create a framework for scheduling
disjoint collections of building blocks via a priority relation
on dags and we demonstrate the nonexistence of such
schedules for certain other collections.

Executing a sink produces no ELIGIBLE nodes, while
executing a nonsink may. This simple fact allows us to focus
on schedules with the following simple structure:

Lemma 1. Let � be a schedule for a dag G. If � is altered to
execute all of G’s nonsinks before any of its sinks, then the
IC quality of the resulting schedule is no less than �’s.
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When applied to a bipartite dag G, Lemma 1 says that we

never diminish IC quality by executing all of G’s sources

before executing any of its sinks.

3.1 IC-Optimal Schedules for Individual Building
Blocks

A schedule for any of the very uniform dags of Fig. 3 is

IC optimal when it sequences task execution sequentially

along each level of the dags [15]. While such an order is

neither necessary nor sufficient for IC optimality with the

“semi-uniform” dags studied later, it is important when

scheduling the building-block dags of Section 2.1.2.

Theorem 1. Each of our building-block dags admits an IC-

optimal schedule that executes sources from one end to the

other; for N-dags, the execution must begin with the anchor.

Proof. The structures of the building blocks render the

following bounds on E�ðtÞ obvious, as t ranges from 0 to

the number of sources in the given dag:2

Ws;d : E�ðtÞ � ðd� 1Þtþ ½t ¼ s�;
N s : E�ðtÞ � t;
Ms;d : E�ðtÞ � ½t ¼ 0� þ ðt� 1Þ=ðd� 1Þb c;
Cs : E�ðtÞ � t� ½t 6¼ 0� þ ½t ¼ s�;
Qs : E�ðtÞ ¼ s� ½t ¼ s�:

The execution orders in the theorem convert each of

these bounds to an equality. tu

3.2 Execution Priorities for Bipartite Dags

We now define a relation on bipartite dags that often

affords us an easy avenue toward IC-optimal schedules—

for complex, as well as bipartite, dags.
Let the disjoint bipartite dags G1 and G2 have s1 and s2

sources and admit the IC-optimal schedules �1 and �2,

respectively. If the following inequalities hold,3

ð8x 2 ½0; s1�Þ ð8y 2 ½0; s2�Þ :

E�1
ðxÞ þ E�2

ðyÞ � E�1
ðminfs1; xþ ygÞ

þ E�2
ððxþ yÞ �minfs1; xþ ygÞ;

ð1Þ

then we say that G1 has priority over G2, denoted G1 . G2.
The inequalities in (1) say that one never decreases

IC quality by executing a source of G1, in preference to a

source of G2, whenever possible.
The following result is quite important in our algorithmic

framework:

Theorem 2. The relation . on bipartite dags is transitive.

Proof. Let G1, G2, G3 be arbitrary bipartite dags such that:

1. each Gi has si sources and admits an IC-optimal
schedule �i;

2. G1 . G2 and G2 . G3.

To see that G1 . G3, focus on a moment when we have

executed x1 < s1 sources of G1 and x3 � s3 sources of G3

(so E�1
ðx1Þ þ E�3

ðx3Þ sinks are ELIGIBLE). We consider

two cases.
Case 1. s1 � x1 � minfs2; x3g. In this case, we have

E�1
ðx1Þ þE�3

ðx3Þ � E�1
ðx1Þ þ E�2

ðminfs2; x3gÞ
þ E�3

ðx3 �minfs2; x3gÞ
� E�1

ðx1 þminfs2; x3gÞ
þ E�3

ðx3 �minfs2; x3gÞ;

ð2Þ

the first inequality follows because G2 . G3, the second
because G1 . G2. We can iterate these transfers until either
all sources of G1 are EXECUTED or no sources of G3 are
EXECUTED.

Case 2. s1 � x1 < minfs2; x3g. This case is a bit subtler
than the preceding one. Let y ¼ s3 � x3 and
z ¼ ðs1 � x1Þ þ ðs3 � x3Þ ¼ ðs1 � x1Þ þ y. Then, x1 ¼ s1 �
ðz� yÞ and x3 ¼ s3 � y. (This change of notation is useful
because it relates x1 and x3 to the numbers of sources in
G1 and G3.) We note the following useful facts about y
and z:

. 0 � y � z by definition,

. 0 � z < s3 because s1 � x1 < x3,

. z� y � s1 because x1 � 0,

. s1 � x1 ¼ z� y by definition,

. z� y < s2 because s1 � x1 < s2.

Now, we apply these observations to the problem at hand.
Because G2 . G3 and z� y 2 ½0; s2� and fy; zg � ½0; s3�, we
know that

E�2
ðs2 � ðz� yÞÞ þ E�3

ðs3 � yÞ � E�2
ðs2Þ þ E�3

ðs3 � zÞ;

so that

E�3
ðs3 � yÞ � E�3

ðs3 � zÞ � E�2
ðs2Þ � E�2

ðs2 � ðz� yÞÞ:
ð3Þ

Intuitively, executing the last z� y sources of G2 is no
worse (in IC quality) than executing the “intermediate”
sources s3 � z through s3 � y of G3.

Similarly, because G1 . G2 and z� y 2 ½0;minfs1; s2g�,
we know that

E�1
ðs1 � ðz� yÞÞ þE�2

ðs2Þ � E�1
ðs1Þ þ E�2

ðs2 � ðz� yÞÞ;

so that

E�2
ðs2Þ � E�2

ðs2 � ðz� yÞÞ � E�1
ðs1Þ � E�1

ðs1 � ðz� yÞÞ:
ð4Þ

Intuitively, executing the last z� y sources of G1 is no
worse (in IC quality) than executing the last z� y sources
of G2.

By transitivity (of � ), inequalities (3), (4) imply that

E�3
ðs3 � yÞ � E�3

ðs3 � zÞ � E�1
ðs1Þ �E�1

ðs1 � ðz� yÞÞ;

so that

E�1
ðx1Þ þE�3

ðx3Þ ¼ E�1
ðs1 � ðz� yÞÞ þ E�3

ðs3 � yÞ
� E�1

ðs1Þ þE�3
ðs3 � zÞ

¼ E�1
ðs1Þ þE�3

ðx3 � ðs1 � x1ÞÞ:
ð5Þ

The preceding cases—particularly, the chains of inequal-
ities (2), (5)—verify that system (1) always holds for G1

and G3 so that G1 . G3, as was claimed. tu
Theorem 2 has a corollary that further exposes the nature

of . and that tells us how to schedule pairwise .-comparable
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bipartite dags IC optimally. Specifically, we develop tools
that extend Theorem 1 to disjoint unions—called sums—of
building-block dags. Let G1; . . . ;Gn be connected bipartite
dags that are pairwise disjoint, in that NGi \NGj ¼ ; for all
distinct i and j. The sum of these dags, denoted
G1 þ � � � þ Gn, is the bipartite dag whose node-set and arc-
set are, respectively, the unions of the corresponding sets of
G1; . . . ;Gn.

Corollary 1. Let G1; . . . ;Gn be pairwise disjoint bipartite dags,
with each Gi admitting an IC-optimal schedule �i. If
G1 . � � � . Gn, then the schedule �? for the sum G1 þ � � � þ Gn
that executes, in turn, all sources of G1 according to �1, all
sources of G2 according to �2, and so on, for all i 2 ½1; n�, and,
finally, executes all sinks, is IC optimal.

Proof. By Lemma 1, we lose no generality by focusing on a
step t when the only EXECUTED nodes are sources of the
sum-dag. For any indices i and j > i, the transitivity of .
guarantees that Gi . Gj. Suppose that some sources of Gi
are not EXECUTED at step t, but at least one source of Gj
is EXECUTED. Then, by the definition of ., in (1), we
never decrease the number of ELIGIBLE sinks at step t by
“transferring” as many source-executions as possible
from Gj to Gi. By repeating such “transfers” a finite
number of times, we end up with a “left-loaded”
situation at step t, wherein there exists i 2 ½1; n� such
that all sources of G1; . . . ;Gi�1 are EXECUTED, some
sources of Gi are EXECUTED, and no sources of
Giþ1; . . . ;Gn are EXECUTED. tu

One can actually prove Corollary 1 without invoking the
transitivity of . by successively “transferring executions”
from each Gi to Gi�1.

3.3 Priorities among Our Building Blocks

We now determine the pairwise priorities among the
building-block dags of Section 2.1.2.

Theorem 3. We observe the following pairwise priorities among
our building-block dags:

1. For all s and d, Ws;d . G for the following bipartite
dags G:

a. all W-dags Ws0;d0 whenever d0 < d or whenever
d0 ¼ d and s0 � s;

b. all M-dags, N-dags, and Cycle-dags; and
c. Clique-dags Qs0 with s0 � d.

2. For all s, N s . G for the following bipartite dags G:

a. all N-dags N s0 , for all s0 and
b. all M-dags.

3. For all s, Cs . G for the following bipartite dags G:

a. Cs and
b. all M-dags.

4. For all s and d, Ms;d .Ms0;d0 whenever d0 > d or
whenever d0 ¼ d and s0 � s.

5. For all s, Qs .Qs.
The proof of Theorem 3 is a long sequence of

calculations paired with an invocation of the transitivity

of .; we relegate it to the Appendix (Section A), which

can be found on the Computer Society Digital Library at

http://computer.org/tc/archives.htm.

3.4 Incompatible Sums of Building Blocks

Each of our building blocks admits an IC-optimal schedule,
but some of their sums do not.

Lemma 2. The following sums of building-block dags admit no
IC-optimal schedule:

1. all sums of the forms Cs1
þ Cs2

or Cs1
þQs2

or
Qs1
þQs2

, where s1 6¼ s2;
2. all sums of the form N s1

þ Cs2
or N s1

þQs2
; and

3. all sums of the form Qs1
þMs2;d, where s1 > s2.

Proof.

1. Focus on schedules for the dag G ¼ Cs1
þ Cs2

,
where s1 6¼ s2. There is a unique family �1 of
schedules for which E�ðs1Þ ¼ s1; all of these
execute sources of Cs1

for the first s1 steps. For
any other schedule �0, E�0 ðs1Þ < E�ðs1Þ. Simi-
larly, there is a unique family �2 of schedules for
which E�ðs2Þ ¼ s2; all of these execute sources of
Cs2

for the first s2 steps. For any other schedule �0,
E�0 ðs2Þ < E�ðs2Þ. Since s1 6¼ s2, the families �1

and �2 are disjoint! Thus, no schedule for G
maximizes IC quality at both steps s1 and s2;
hence, G does not admit any IC-optimal schedule.

Exactly the same argument works for the other
indicated sum-dags of part 1.

2. Say, for contradiction, that there is an IC-
optimal schedule � for a dag N s1

þ Gs2
, where

Gs2
2 fCs2

;Qs2
g. The first node that � executes

must be the anchor of N s1
for only this choice

yields E�ð1Þ 6¼ 0. It follows that � must execute
all sources of N s1

in the first s1 steps, for this
would yield E�ðtÞ ¼ t for all t � s1, while any
other choice would not maximize IC quality until
step s1. We claim that � does not maximize
IC quality at some step s > 1 and, hence, cannot
be IC optimal. To wit: If s2 � s1, then �’s
deficiency is manifest at step s1 þ 1. A schedule
�0 that executes all sources of Gs2

and then
ex ecut es s1 � s2 þ 1 sources of N s1

has
E�0 ðs1 þ 1Þ ¼ s1 þ 1. But, � executes a source of
Gs2

for the first time at step s1 þ 1 and, so,
E�ðs1 þ 1Þ ¼ s1. If s2 > s1, then �’s deficiency is
manifest at step s2. A schedule �0 that executes all
sources of Gs2

during the first s2 steps has
E�0 ðs2Þ ¼ s2. However, during this period, �
executes some x � 1 sources of N s1

, hence, only
some y � s2 � 1 sources of Gs2

. (Note that
xþ y ¼ s2.) Since s1 < s2, it must be that y � 1.
But, then, by step s2, � will have produced
exactly x ELIGIBLE sinks on N s1

and no more than
y� 1 E L I G I B L E s i n k s o n Gs2

, s o t h a t
E�ðs2Þ ¼ xþ y� 1 < s2.

3. Assume, for contradiction that there is an IC-
optimal schedule � forQs1

þMs2;d, where s1 > s2.
Focus on the numbers of ELIGIBLE sinks after s1 and
after s2 steps. The first s2 nodes that � executes
must be nodes ofMs2;d dictated by an IC-optimal
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schedule for that dag for this is the only choice for
which E�ðs2Þ 6¼ 0. A schedule �0 that executes all
sources ofQs1

during the first s1 steps would have
E�0 ðs1Þ ¼ s1. Consider what � can have produced
by step s1. Since � spends at least one step before
step s1 executing a node of Ms2;d, it cannot have
rendered any sink ofQs1

ELIGIBLE by step s1; hence,
E�ðs1Þ � bðs1 � 1Þ=ðd� 1Þc � s1 � 1. It follows
that � cannot be IC optimal. tu

We summarize our priority-related results about sums of

building blocks in Table 1.

4 ON SCHEDULING COMPOSITIONS OF BUILDING

BLOCKS

We now show how to devise IC-optimal schedules for
complex dags that are obtained via composition from any
base set of connected bipartite dags that can be related by ..
We illustrate the process using the building blocks of
Section 2.1.2 as a base set.

We inductively define the operation of composition on
dags.

. Start with a base set B of connected bipartite dags.

. Given G1;G2 2 B—which could be copies of the same
dag with nodes renamed to achieve disjointness
—one obtains a composite dag G as follows:

- Let G begin as the sum, G1 þ G2. Rename nodes
to ensure that NG is disjoint from NG1

and NG2
.

- Select some set S1 of sinks from the copy of G1 in
the sum G1 þ G2 and an equal-size set S2 of
sources from the copy of G2.

- Pairwise identify (i.e., merge) the nodes in S1

and S2 in some way.4 The resulting set of nodes
is NG; the induced set of arcs is AG.

. Add the dag G thus obtained to the set B.

We denote composition by * and say that the dag G is a
composite of type ½G1 * G2�.

Notes. 1) The roles of G1 and G2 in a composition are
asymmetric: G1 contributes sinks, while G2 contributes
sources. 2) G’s type indicates only that sources of G2 were
merged with sinks of G1; it does not identify which nodes
were merged. 3) The dags G1 and/or G2 could themselves be
composite.

Composition is associative, so we do not have to keep track
of the order in which dags are incorporated into a composite
dag. Fig. 5 illustrates this fact, which we verify now.

Lemma 3. The composition operation on dags is associative. That

is, a dag G is a composite of type ½½G1 * G2� * G3� if, and only if,

it is a composite of type ½G1 * ½G2 * G3��.
Proof. For simplicity, we refer to sinks and sources that are

merged in a composition by their names prior to the
merge. Context should disambiguate each occurrence of
a name.

Let G be composite of type ½½G1 * G2� * G3�, i.e., of type

½G0 * G3�, where G0 is composite of type ½G1 * G2�. Let T1

and S2 comprise, respectively, the sinks of G1 and the

sources of G2 that were merged to yield G0. Note that no

node from T1 is a sink of G0 because these nodes have

become internal nodes of G0. Let T 0 and S3 comprise,

respectively, the sinks of G0 and the sources of G3 that

were merged to yield G. Each sink of G0 corresponds

either to a sink of G1 that is not in T1 or to a sink of G2.

Hence, T 0 can be partitioned into the sets T 01, whose

nodes are sinks of G1, and T 02, whose nodes are sinks of

G2. Let S01 and S02 comprise the sources of G3 that were

merged with, respectively, nodes of T 01 and nodes of T 02.

Now, G can be obtained by first merging the sources of S02
with the sinks of T 02 and then merging the sources of the

resulting dag, S01 [ S2, with the sinks, T 01 [ T1, of G1. Thus,
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4. When S1 ¼ S2 ¼ ;, the composite dag is just a sum.

TABLE 1
The Relation . among Building-Block Dags

Entries either list conditions for priority or indicate (via “X”) the absence of any IC-optimal schedule for that pairing.



G is also composite of type ½G1 * ½G2 * G3��. The converse

yields to similar reasoning. tu
We can now illustrate the natural correspondence

between the node-set of a composite dag and those of its

building blocks, via Fig. 3:

. The evolving two-dimensional mesh is composite of
type W1;2 * W2;2 * W3;2 * � � � .

. A binary reduction-tree is obtained by pairwise
composing of many instances of M1;2 (seven
instances in the figure).

. The 5-level two-dimensional reduction-mesh is a
composite of typeM5;2 * M4;2 * M3;2 * M2;2 * M1;2.

. The FFT dag is obtained by pairwise composing
many instances of C2 ¼ Q2 (12 instances in the
figure).

Dag G is a .-linear composition of the connected bipartite

dags G1;G2; . . . ;Gn if:

1. G is a composite of type G1 * G2 * � � � * Gn;
2. each Gi . Giþ1, for all i 2 ½1; n� 1�.
Dags that are .-linear compositions admit simple IC-

optimal schedules.

Theorem 4. Let G be a .-linear composition of G1;G2; . . . ;Gn,

where each Gi admits an IC-optimal schedule �i. The schedule

� for G that proceeds as follows is IC optimal:

1. � executes the nodes of G that correspond to sources of
G1, in the order mandated by �1, then the nodes that
correspond to sources of G2, in the order mandated by
�2, and so on, for all i 2 ½1; n�.

2. � finally executes all sinks of G in any order.

Proof. Let �0 be a schedule for G that has maximum E�0 ðxÞ
for some x and let X comprise the first x nodes that �0

executed. By Lemma 1, we may assume that either

1. X contains all nonsinks of G (and perhaps some
sinks) or

2. X is a proper subset of the nonsinks of G.

In situation 1, E�ðxÞ is maximal by hypothesis. We
therefore assume that situation 2 holds and show that
E�ðxÞ � E�0 ðxÞ. When X contains only nonsinks of G,
each node of X corresponds to a specific source of one
specific Gi. Let us focus, for each i 2 ½1; n�, on the set of
sources of Gi that correspond to nodes in X; call this set
Xi. We claim that:

The number of ELIGIBLE nodes in G at step x, denoted
eðXÞ, is jSj � jXj þ

Pm
i¼1 eiðXiÞ, where S is the set of sources

of G, and eiðXiÞ is the number of sinks of Gi that are ELIGIBLE

when only sources Xi of Gi are EXECUTED.
To verify this claim, imagine that we execute nodes of

G and the corresponding nodes of its building block Gi in
tandem, using the terminology of the IC Pebble Game for
convenience. The main complication arises when we
pebble an internal node v of G since we then simulta-
neously pebble a sink vi of some Gi and a source vj of
some Gj. At each step t of the Game: If node v of G
becomes ELIGIBLE, then we place an ELIGIBLE pebble on
vi and leave vj unpebbled; if v becomes EXECUTED, then
we place an EXECUTED pebble on vj and an ELIGIBLE

pebble on vi. An EXECUTED pebble on a sink of G is
replaced with an ELIGIBLE pebble. No other pebbles
change.

Focus on an arbitrary Gi. Note that the sources of Gi
that are EXECUTED comprise precisely the set Xi. The
sinks of Gi that are ELIGIBLE comprise precisely the set Yi
of sinks all of whose parents are EXECUTED; hence,
jYij ¼ eiðXiÞ. The cumulative number of sources of the
dags Gi that are ELIGIBLE is jSj � p, where p is the
number of sources of G that are EXECUTED. It follows
that the cumulative number of ELIGIBLE pebbles on the
dags Gi is e1ðX1Þ þ � � � þ enðXnÞ þ jSj � p. We now
calculate the surfeit of ELIGIBLE pebbles on the dags Gi
over the ELIGIBLE pebbles on G. Extra ELIGIBLE pebbles
get created when G is decomposed, in only two cases:
1) when an internal node of G becomes EXECUTED and
2) when we process a sink of G that is EXECUTED. The
number of the former cases is jX1j þ � � � þ jXnj � p.
Denoting the number of the latter cases by q, we note
that q þ jX1j þ � � � þ jXnj ¼ jXj. The claim is thus verified
because the number of ELIGIBLE nodes in G is

eðXÞ ¼ ðe1ðX1Þ þ � � � þ enðXnÞ þ jSj � pÞ
� ðjX1j þ � � � þ jXnj � pþ qÞ:

Because of the priority relations among the dags Gi,
Corollary 1 implies that eðXÞ ¼

Pn
i¼1 E�i

ðx0iÞ, where x0i is

a “low-index-loaded” execution of the Gi. Because of the

way the dags Gi are composed, the sources of each Gj
could have been merged only with sinks of lower-index

dags, namely, G1; . . . ;Gj�1. Thus, a “low-index-loaded”

execution corresponds to a set X0 of x EXECUTED nodes

of G that satisfy precedence constraints. Thus, there is a
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Fig. 5. Dags of the following types: (a) ½½W1;5 * W2;4� * C3�;
(b) ½½½W3;2 * M2;3� * M1;2� * M1;3�;
(c) ½N 3 * ½N 3 * N 2�� ¼ ½½N 3 * N 3� * N 2�. Each admits an IC-optimal

schedule.



schedule—namely, �—that executes nodes of G that
correspond to the dags G1;G2; . . . ;Gn, in turn, and this
schedule is IC optimal. tu

5 IC-OPTIMAL SCHEDULES VIA

DAG-DECOMPOSITION

Section 4 describes how to build complex dags that admit
IC-optimal schedules. Of course, the “real” problem is not
to build a dag but rather to execute a given one. We now craft
an algorithmic framework that converts the synthetic setting
of Section 4 to an analytical setting. We present a suite of
algorithms that take a given dag G and:

1. simplify G’s structure in a way that preserves the IC
quality of its schedules;

2. decompose (the simplified) G into its “constituents”
(when it is, indeed, composite); and

3. determine when (the simplified) G is a .-linear
composition of its “constituents.”

When this program succeeds, we invoke Theorem 4 to
schedule G IC optimally, bottom-up, from the decomposi-
tion. We now develop the advertised algorithmic setting.

5.1 “Skeletonizing” a Complex Dag

The word “simplified” is needed in the preceding para-
graph because a dag can fail to be composite just because it
contains “shortcut” arcs that do not impact intertask
dependencies. Often, removing all shortcuts renders a dag
composite, hence, susceptible to our scheduling strategy.
(Easily, not every shortcut-free dag is composite.)

For any dag G and nodes u; v 2 NG, we write ue>G v to

indicate that there is a path from u to v in G. An arc ðu!
vÞ 2 AG is a shortcut if there is a path ue>G v that does not

include the arc. The reader can show easily that:

Lemma 4. Composite dags contain no shortcuts.

Fortunately, one can efficiently remove all shortcuts from
a dag without changing its set of IC-optimal schedules. A
(transitive) skeleton (or, minimum equivalent digraph) G0 of dag
G is a smallest subdag of G that shares G’s node-set and
transitive closure [4].

Lemma 5 ([10]). Every dag G has a unique transitive skeleton,
�ðGÞ, which can be found in polynomial time.

We can craft an IC-optimal schedule for a dag G
automatically by crafting such a schedule for �ðGÞ. A
special case of the following result appears in [15].

Theorem 5. A schedule � has the same IC quality when it
executes a dag G as when it executes �ðGÞ. In particular, if � is
IC optimal for �ðGÞ, then it is IC optimal for G.

Proof. Say that, under schedule �, a node u becomes
ELIGIBLE at step t of the IC Pebble Game on �ðGÞ. This
means that, at step t, all of u’s ancestors in �ðGÞ—its
parents, its parents’ parents, etc.—are EXECUTED. Be-
cause �ðGÞ and G have the same transitive closure, node u
has precisely the same ancestors in G as it does in �ðGÞ.
Hence, under schedule �, u becomes ELIGIBLE at step t
of the IC Pebble Game on G. tu

By Lemma 4, a dag cannot be composite unless it is
transitively skeletonized. By Theorem 5, once having
scheduled �ðGÞ IC optimally, we have also scheduled G IC
optimally. Therefore, this section paves the way for our
decomposition-based scheduling strategy.

5.2 Decomposing a Composite Dag

Every dag G that is composed from connected bipartite dags
can be decomposed to expose the dags and how they
combine to yield G. We describe this process in detail and
illustrate it with the dags of Fig. 3.

A connected bipartite dag H is a constituent of G just
when:

1. H is an induced subdag of G: NH � NG and AH is
comprised of all arcs ðu! vÞ 2 AG such that
fu; vg � NH.

2. H is maximal: The induced subdag of G on any
superset of H’s nodes—i.e., any set S such that
NH 	 S � NG—is not connected and bipartite.

Selecting a constituent. We select any constituent of G all
of whose sources are also sources of G, if possible; we call
the selected constituent B1 (the notation emphasizing that
B1 is bipartite).

In Fig. 3: Every candidate B1 for the FFT dag is a copy of C2

included in levels 2 and 3; every candidate for the reduction-
tree is a copy of M1;2; the unique candidate for the
reduction-mesh is M4;2.

Detaching a constituent. We “detach” B1 from G by
deleting the nodes of G that correspond to sources of B1, all
incident arcs, and all resulting isolated sinks. We thereby
replace G with a pair of dags hB1;G0i, where G0 is the
remnant of G after B1 is detached.

If G0 is not empty, then the process of selection and
detachment continues, producing a sequence of the form

G¼)hB1;G0i¼)hB1; hB2;G00ii¼)hB1; hB2; hB3;G000iii¼) � � � ;

leading, ultimately, to a sequence of connected bipartite
dags: B1;B2; . . . ;Bn.

We claim that the described process recognizes whether
or not G is composite and, if so, it produces the dags from
which G is composed (possibly in a different order from the
original composition). If G is not composite, then the process
fails.

Theorem 6. Let the dag G be composite of type G1 * � � � * Gn. The
decomposition process produces a sequence B1; . . . ;Bn of
connected bipartite dags such that:

. G is composite of type B1 * � � � * Bn;

. fB1; . . . ;Bng ¼ fG1; . . . ;Gng.
Proof. The result is trivial when n ¼ 1 as G is then a

connected bipartite dag. Assume, therefore, that the
result holds for all n < m and let G be a composite
of type G1 * � � � * Gm. In this case, G1 is a constituent
of G, all of whose sources are sources of G. (Other
Gi’s may share this property.) There is, therefore, a
dag B1 for our process to detach. Since any
constituent of G all of whose sources are sources of
G must be one of the Gi, we know that B1 is one of
these dags. It follows that G is a composite of type
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B1 * ðG1 * � � � * Gi�1 * Giþ1 * � � � * GmÞ; moreover, the
dag G0 resulting after detaching B1 is composite of type
G1 * � � � * Gi�1 * Giþ1 * � � � * Gm because the detachment
process does not affect any sources of G other than those
it shares with B1. By inductive hypothesis, then, G0 can be
decomposed as indicated in the theorem. We now invoke
Lemma 3. tu

5.3 The Super-Dag Obtained by Decomposing G
The next step in our strategy is to abstract the structure of G
exposed by its decomposition into B1; . . . ;Bn in an
algorithmically advantageous way. Therefore, we shift
focus from the decomposition to G’s associated super-dag
SG ¼def SðB1 * � � � * BnÞ, which is constructed as follows:
Each node of SG—which we call a supernode to prevent
ambiguity—is one of the Bis. There is an arc in SG from
supernode u to supernode v just when some sink(s) of u are
identified with some source(s) of v when one composes the
Bis to produce G. Fig. 6 and Fig. 7 present two examples; in
both, supernodes appear in dashed boxes and are inter-
connected by dashed arcs.

In terms of super-dags, the question of whether or not
Theorem 4 applies to dag G reduces to the question of
whether or not SG admits a topological sort [4] whose
linearization of supernodes is consistent with the relation ..
For instance, one derives an IC-optimal schedule for the
dag G of Fig. 5b (which is decomposed in Fig. 6) by noting
that G is a composite of typeW3;2 * M1;2 * M2;3 * M1;3 and
that W3;2 .M1;2 .M2;3 .M1;3. Indeed, G points out the
challenge in determining if Theorem 4 applies since it is
also a composite of type W3;2 * M2;3 * M1;2 * M1;3, but
M2;3 6 .M1;2. We leave to the reader the easy verification
that the linearization B1; . . . ;Bn is a topological sort of
SðB1 * � � � * BnÞ.

5.4 On Exploiting Priorities among Constituents

Our remaining challenge is to devise a topological sort of SG
that linearizes the supernodes in an order that honors
relation .. We now present sufficient conditions for this to
occur, verified via a linearization algorithm:

Theorem 7. Say that the dag G is a composite of type B1 * � � � *
Bn and that, for each pair of constituents, Bi, Bj with i 6¼ j,
either Bi . Bj or Bj . Bi. Then, G is a .-linear composition
whenever the following holds:

Whenever Bj is a child of Bi in SðB1 * � � � * BnÞ;
we have Bi . Bj:

ð6Þ

Proof. We begin with an arbitrary topological sort,
bBB ¼def B�ð1Þ; . . . ;B�ðnÞ, of the superdag SG. We invoke the

hypothesis that . is a (weak) order on the Bi’s to reorder
bBB according to ., using a stable5 comparison sort. Let
~BB ¼def B�ð1Þ . � � � . B�ðnÞ be the linearization of SG produced

by the sort. We claim that ~BB is also a topological sort of

SG. To wit, pick any Bi and Bj such that Bj is Bi’s child in

SG. By definition of topological sort, Bi precedes Bj in bBB.

We claim that, because Bi . Bj (by (6)), Bi precedes Bj
also in ~BB. On the one hand, if Bj 6 . Bi, then the sort

necessarily places Bi before Bj in ~BB. On the other hand, if

Bj . Bi, then, since the sort is stable, Bi precedes Bj in ~BB
because it precedes Bj in bBB. Thus, ~BB is, indeed, a

topological sort of SG so that G is composite of type

B�ð1Þ * � � � * B�ðnÞ. In other words, G is the desired .-

linear composition of B�ð1Þ; . . . ;B�ðnÞ. tu
We can finally apply Theorem 4 to find an IC-optimal

schedule for the dag G.

6 CONCLUSIONS AND PROJECTIONS

We have developed three notions that form the basis for a
theory of scheduling complex computation-dags for Inter-
net-based computing: the priority relation . on bipartite
dags (Section 3.2), the operation of the composition of dags
(Section 4), and the operation of the decomposition of dags
(Section 5). We have established a way of combining these
notions to produce schedules for a large class of complex
computation-dags that maximize the number of tasks that
are eligible for allocation to remote clients at every step of
the schedule (Theorems 4 and 7). We have used our notions
to progress beyond the structurally uniform computation-
dags studied in [15], [17] to families that are built in
structured, yet flexible, ways from a repertoire of bipartite
building-block dags. The composite dags that we can now
schedule optimally encompass not only those studied in
[15], [17], but, as illustrated in Fig. 5, also dags that have
rather complex structures, including nodes of varying
degrees and nonleveled global structure.

One direction for future work is to extend the repertoire of
building-block dags that form the raw material for our
composite dags. In particular, we want building blocks of
more complex structures than those of Section 2.1.2, including
less-uniform bipartite dags and nonbipartite dags. We expect
the computational complexity of our scheduling algorithms
to increase with the structural complexity of our building
blocks. Along these lines, we have thus far been unsuccessful
in determining the complexity of the problem of deciding if a
given computation-dag admits an IC-optimal schedule, but
we continue to probe in this direction. (The scheduling
problem could well be co-NP-Complete because of its
underlying universal quantification.) Finally, we are working
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Fig. 6. The composition of the dags of Fig. 5b and its associated

superdag.

5. That is, if Bi . Bj and Bj . Bi, then the sort maintains the original
relative order of Bi and Bj.



to extend Theorems 4 and 7 to loosen the strict require-
ment that the composite dag be a .-linear composition.
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Fig. 7. The three-dimensional FFT dag and its associated superdag.
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