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Whats Deployment

A deployment is the distribution of a common platform and
middleware across many resources.

Software deployment maps and distributes a collection of
software components on a set of resources. Software
deployment includes activities such as releasing, configuring,
installing, updating, adapting, de-installing, and even
de-releasing a software system.

System deployment involves two steps, physical and logical. In
physical deployment all hardware is assembled (network, CPU,
power supply etc), whereas logical deployment is organizing
and naming whole cluster nodes as master, slave, etc.
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Problem Statement

How to carry out an adapted deployment of middleware
services on a cluster with hundreds of nodes?

Which resources should be used?

How many resources should be used?

Should the fastest and best-connected resource be used for
middleware or as a computational resource?
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Notation

G = (V,E, w, c)
Pi ∈ V : computing resource
(A U S)

wi: computing power of resource
Pi

(i, j) ∈ E: communication link
between Pi and Pj

c(i, j): size of data sent per second
from Pi to Pj
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Number of servers supported by an agent:MSPA

=
Nodecompi

min(Servercomp, Commreq)
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Deployment construction

Number of agents supported by another agent:MAPAl

=
Nodecompl

min(Nodecompl+1
, subtreecompl

, Commreq)
, Pl, Pl+1 ∈ A

where,
subtreecompl

= Servercomp ×MSPA, ifl == h
else

min(subtreecompl+1
, Nodecompl+1

)×MAPAl+1

n req =
∑l

k=0(MAPAk ×MAPAk−1) + MAPAl ×MSPA
where,

MAPAk = 1, ifk ≤ 0
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Deployment construction Algorithm

1: calculate MSPA
2: l=0, n req=0
3: while n req < n do
4: calculate MAPAl

5: n reqlow = n req
6: calculate n req
7: l++
8: end while
9: l −− , n reqhigh = n req

10: if (n− n reqlow) > (n reqhigh − n) then
11: call Make Hierarchy
12: call Node Removal Algorithm
13: else
14: l −−
15: call Make Hierarchy
16: call Node Addition Algorithm
17: end if

Procedure:
Make Hierarchy

1: while l > 0 do
2: add MAPAl agents to

lowest level agent
3: l −−
4: end while
5: add MSPA servers to lowest

level agent
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Model with DIET

The MA and LA are considered as having the same
performance

An agent can connect either agents or servers but not both

Root of the tree is always an MA

All clients will submit their request to the DIET hierarchy
through one MA

Large data items are already in-place on the server
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Experimental design

Software: GoDIET is used to deploy DIET.

Job types: DGEMM, a simple matrix multiplication (BLAS
package).

Workload: steady-state load with 1 - 200 clients (each client
launch one request, wait for the response, and then sleep 0.05
seconds)

Resources: 55-nodes,246 processors dual AMD Opteron @
2GHz, each with cache size of 1024KB, and 2GB of main
memory and a 1Gb/s

Model parameterization: we measure the performance for a
benchmark task (Xser)
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Summary

Determines how many nodes should be used and in what
hierarchical organization

Provides an optimal real-valued solution before rounding and
without resource constraints

Provide algorithms to modify the obtained hierarchy to limit
the number of resources used to the number available

Experiments validated the hierarchy and throughput
performance model
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Future work

Test our approach with experiments on large clusters using
bigger (and a variety of) problem sizes

Develop re-deployment approaches
- Dynamically adapt the deployment to workload levels

Final goal is to develop deployment planning and
re-deployment algorithms for middleware on heterogeneous
clusters and Grids
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