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Abstract. Some services delivered in IP networks, like IP television,
Telephony over IP and critical services, have strong robustness require-
ments. Consequently, the communications delivering those services must
be resilient to failures in the network. This paper proposes a new ap-
proach to improve communication protection. It consists in deploying a
routing overlay dedicated to resilience in an autonomous system, and it
reduces connectivity restoration time after a failure (compared to stan-
dard routing protocols). Finally, we validate this proposal under different
scenarios on an emulated testbed.
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1 Introduction

New services, such as telephony or video on demand have been emerging in IP
networks during the last decade. Today, most Internet Service Providers (ISP)
propose ”triple–play” subscriptions, consisting in providing telephony and televi-
sion services in addition to traditional Internet access. These new services create
new constraints, particularly in terms of delivery time and bandwidth consump-
tion. Moreover, availability and resilience are strong requirements in the case
of television or telephony services. Availability need become even higher when
these services are used in a critical framework (e.g. medical communications). It
is thus necessary to deploy protection measures to allow reliable service delivery
in case of failures or disturbances in the network.

Today, routing protocols are not suited to communications for which re-
silience is essential, because they do not support fast connectivity recovery after
a node or link failure. Indeed, routing algorithms and protocols typically require
several tens of seconds to restore connectivity between the nodes [1]. In addition,
they do not take into account traffic specificities associated with new services.

In this article, we study a new approach to restore communications in case
of failure, which is based on a specific use of an overlay network. Communica-
tions are usually organized in layers and are composed of a succession of overlay
networks. Our approach consists in deploying an additional overlay dedicated
to communication robustness. We separate the two following tasks which are



usually ensured by the routing protocols: routing tables advertisement and con-
nectivity recovery in case of a failure. A dedicated system deals with the second
task and allows for faster recovery after a failure and thus, improved service
delivery to the user. To illustrate this approach, we will deploy an overlay rout-
ing protocol inside an Autonomous System (AS), and compare its performance
with a network layer routing protocol. The major contribution of this paper is
therefore the description of this solution and the study of its behaviour using an
emulated network.

The remainder of this document is organised as follows: section 2 describes
related works, section 3 presents our approach and discusses its relevance, section
4 discusses the test environment and results. Finally, we conclude and present
future works.

2 Related Work

2.1 Dynamic Routing

Dynamic routing protocols automatically compute routing tables in networks.
There are two categories of protocols: Internal Gateway Protocols (IGP) and
External Gateway Protocols (EGP). EGP are dedicated to routing between dif-
ferent AS and are thus out of the scope of this paper which focuses on intra–AS
protection. IGP either use distance vectors (RIP [2], IGRP[3] , EIGRP [4]) or
link states (OSPF [5], IS–IS [6]).

The metric used to evaluate the cost of the calculated path is an important
parameter which impacts the efficiency of the communications. For example,
OSPFs metric is the total bandwidth, which is not adapted to the constraints
of a particular traffic because it does not optimise the route for a specific traf-
fic. Extensions of OSPF [7, 8] introduce new metrics such as the delay and the
available bandwidth that take into account quality of service requirements.

The robustness of communications directly depends on the frequency of Hello
Messages sent by routers to their neighbours, as well as the time (Dead Interval)
after which the link is considered to be down if no Hello Message is received.
Indeed, the more frequent Hello Messages are and the shorter the Dead Interval
is the faster failure detection can be performed. However, too short periods may
introduce false positives for which the link is considered as being down whereas
it is simply congested [9]. Various solutions were proposed in order to improve
link failure detection time while minimizing false positives probability [10, 11].

Proactive mechanisms which compute secondary routes used as backups of
primary routes [12–15] were proposed to reduce routing protocol recovery time.
Other mechanisms are also intended to accelerate route re–computation once
a failure is detected [16, 17]. Finally, some mechanisms used with MPLS [18]
achieve a good resilience using label switching instead of classical routing.

2.2 Overlay Networks

An overlay network is a logical network built on top of an existing network. A
subset of the physical network is selected to take part in the overlay. Overlays



are actually present in several systems. For example, the MPLS Virtual Private
Network [19] deploy a logical private network on the top of the existing net-
work and Peer To Peer systems [20, 21] create a network between users sharing
resources.

Some overlay systems are dedicated to routing [22, 23]; like standard routing
protocol, they compute routing tables to establish connectivity between overlay
nodes. These systems aimed at solving Border Gateway Protocol (BGP) [24]
and inter–AS routing issues. Indeed, routes computed by BGP are not optimal
in terms of performance because they are subject to administrative constraints.
Moreover, when a failure occurs, several minutes may be needed to restore con-
nectivity [25] because it is necessary for the intra and inter–AS routing protocols
to converge.

Contrary to standard routing in which routers are directly connected by
physical links and exchange routing information on these links, overlay links
completely rely on the mechanism which creates the overlay network. Thus, two
disjoint overlay links may share the same physical link and consequently, an
identical routing message intended to two different overlay routers can be in fact
waste bandwidth inefficiently if they are propagated through the same physical
link (cf. Fig. 1(a)). Topology aware protocols take into account the physical
network topology to construct the overlay. Their impact on performance was
demonstrated in [26, 27].

(a) Overlay and physical links (b) Traffic interception by overlay

Fig. 1. Overlay networks

Resilient Overlay Network [23] (RON) is a routing overlay protocol which
may use different metrics to compute routes using a link state algorithm. The
architecture of the overlay topology used in RON is Full Mesh, which means
that each router is linked with all others routers by an overlay link. Thus, the
dissemination of routing messages by RON nodes may use the same physical
links within the physical network, especially in small networks in which RON
nodes are physically close to each other.

When packets belonging to RON traffic is received by a RON enabled router,
it encapsulates and sends the packets to the next hop RON router (based on
the RON routing table and the destination IP address) as shown in Fig. 1(b).



The last RON router on the path decapsulates the packet and sends it to its
destination.

The quality of a RON route is evaluated by sending periodic probes every
12 seconds plus a random time interval of up to 4 seconds. If a RON node does
not obtain any response (from one of its RON neighbours) to a probe within
a 3 seconds delay, it sends a series with a reduced interval of 3 seconds. After
4 consecutive probe losses, the link is considered down. This mechanism allows
the detection of a failure in 19 seconds on average [23].

3 System Presentation and Relevance

3.1 System Presentation

In this section, we introduce our approach, and explain its relevance. Overlay
routing was originally intended to be deployed in the Internet to solve prob-
lems caused by routing between various ASs. Therefore, our approach is original
because we propose to use overlay routing inside an AS network.

Actually, we use overlay routing in a single AS in order to highlight other
benefits of overlay routing. We show that overlay routing provides robustness to
critical communications. Indeed, overlay routing allows routing according to the
needs of a specific traffic (which is not possible with standard routing protocols).
Our approach consists in clearly separating the role of the routing protocol,
namely to compute routing tables, and the role of the overlay routing, which is
dedicated to protect critical traffic in the network.

Overlay routers are selected among the networks routers so as to provide
an alternative route in case of failure on the primary route computed by the
routing protocol on the network layer. When such a failure occurs, the overlay
router intercepts the traffic and redirects it towards another overlay router in
order to circumvent the failure and to improve communications reliability. When
several critical communications are present in the network, the various overlay
routers dedicated to their protection collaborate in order to share information
on network states. This collaboration also makes it possible to limit the number
of overlay routers in the network so as to increase the effectiveness of the system
in terms of communications re–establishment time. Thus, overlay routers are
selected among the routers of the network according to two principles:

– Overlay routers must propose an alternative route in case of failure of any
link used by the communications that should be protected

– If an overlay router dedicated to a communication protection can provide
another communication an alternate route which satisfies the needs of this
communication, it is not necessary to use a new overlay router to protect
this new communication.

3.2 Advantages in Using Overlay

One might think that such an overlay system (compared to optimised routing
protocols) will not significantly improve communications robustness. However,



there are several qualitative advantages in deploying a routing overlay. Firstly,
an overlay recovery system is safe and easy because it does not require a modi-
fication of the original network. Therefore:

– Router configuration is unchanged. This prevents errors in routers configu-
ration that would disturb the original network.

– The overlay routing system can be deployed without stopping the system
thus preserving communication in progress.

– A dysfunction in the overlay system would only affect additional the overlay
and its additional functionalities, but not the original system.

– The overlay can be used to deploy new protection mechanisms, like pre–
calculated alternative routes, without implementing complex mechanisms in
each router.

The other advantage of our solution is its efficiency in terms of robustness.
Indeed:

– The overlay has an applicative vision of communications. Using application
layer information makes it possible to take routing decisions by considering
the entire characteristics of the communication flow, like the type of traffic.

– Using an overlay allows protection of a specific traffic, between given nodes,
and thus deploy protection mechanisms in an optimized way (by protect-
ing only critical traffic) without wasting resources by protecting insensitive
traffic.

In the following section, we show that overlay routing in an ISP network can
improve performance in terms of time of recovery and bandwidth consumption.

4 Proposed Deployment

4.1 Network Architecture

The network architecture used in our approach is shown in Fig. 2. This archi-
tecture is a subset of the national network of a French ISP named Free [28]. We
selected only a subset of the network in order to preserve the networks part which
provides the most connectivity between nodes and proposes alternate routes.

To perform the test, we implement networks routers using Qemu [29], in two
computer hosts. In each zone of the figure 2, a computer emulates routers of
its zone. Qemu allows a complete computer emulation, with its processor and
its network interfaces. A computer emulated with Qemu behaves exactly like a
normal computer. It is thus possible to install an operating system and all the
desired software without making any modification. In our experiments, we used
the FreeBSD 5.4 operating system and the MIT’s implementation of RON [30].

Network interfaces are also emulated with Qemu, and all the traffic sent to
an emulated interface uses a pseudo interface ”tap” of the host machine. In
order to ensure connectivity between emulated machines, we connect the ”tap”



Fig. 2. Test network

emulated interfaces to a network bridge. To ensure connectivity between hosts
and thus the two zones of the emulated network, we connect to a network bridge
the inter–zone ”tap” emulated interface to the Ethernet network, linking the two
computers.

In order to introduce delay into the emulated links, we use Linux Traffic
Control [31] applied to pseudo interfaces ”tap”.

The advantages in using such an emulated architecture rather than simula-
tion are manifold since measurements are done in real conditions on wide–area
network, while using few physical machines.

4.2 First Scenario

The goal of this scenario is to evaluate the behaviour and the performance of our
approach in a simple case and compare our solution with an existing standard
routing protocol.

As shown in Fig. 3(a), the scenario consists in streaming a video from com-
puter 01 to computer 11. At 2 minutes of streaming, we cause the failure of
the link L21 and carry out its re–establishment 5 minutes later. The video is
transported by UDP protocol and has an average bitrate of 1.5Mbit/s.

In order to compare our approach with existing solutions, we consider the
following scenarios:

– OSPF, configured with the default settings.
– OSPF, configured with aggressive probing parameters.
– OSPF with the default settings and RON deployed on nodes 01, 05, 10 and

11 (Fig. 3(b)).

The parameters of the OSPF aggressive probing are chosen in such a way that
link failure detection is possible in an average time of 19 seconds (equal to the
average time needed by RON to detect link failure). To support this, we set the
”Hello Interval” parameter to 2 seconds and the ”Dead Interval” parameter to



(a) Scenario 1 progress (b) Overlay network

Fig. 3. The first scenario

20 seconds (see Section 2.1). In that configuration our scenarios can be compared
in a fair way.

RON is deployed on nodes that can propose alternate routes in case of link
failures on the primary route. Therefore, we deployed RON on router 05, to
circumvent the failure of the L21 link and on router 10, to circumvent the failure
of the L11 link.

Figure 4 shows the forwarding video delay as a function of time, when router
11 receives a video stream. We notice that OSPF does not restore communication
at all. Indeed, at the end of the 7th minute, when the link is restored, OSPF has
not yet computed new routes to forward the video (in fact, we measured that it
would take 362 seconds for OSPF to restore the connectivity between node 01
and node 11). Moreover, from the 500th second until the 560th second, a new
route is used by the video stream which circumvents L21 link, even though it has
been restored. OSPF actually detects L21 failure, but the link is restored before
OSPF computes new routes and updates the routers routing tables. OSPF with
aggressive probing needs 200 seconds to restore connectivity (it needs an average
time of 200−19 = 181 seconds to update its routes once the failure is detected).
RON takes 97 seconds to restore connectivity so it needs 78 seconds to restore
connectivity once the failure is detected, which constitutes an improvement of
more than 100 seconds with respect to OSPF.

We can explain in detail the various phases of the experiment with RON by
studying Fig. 4. Initially, the video is streamed through the shortest route (L21
and L11). When the link is cut, node 11 does not receive the video anymore.
But after the 200th second, RON finished new route computation, and the video
is forwarded through node 05, then directly to node 11 via node 09. Indeed,
from node 05, the video uses the shortest path to go to node 11; it is the OSPFs
computed route. Then, around the 500th second, the video uses the L20, L16, L12
and l11 links. OSPF computed a new route to reach node 11 which circumvents
L21. RON also re–established the connectivity between node 01 and 11 and
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Fig. 4. Delay variation at reception

decided to use this overlay route. At the end of the experiment, OSPF took into
account the re–establishment of L21 and updated its routes consequently. So,
the video is streamed again through L21 and L11. This operation is transparent
for RON which continues to use the overlay link from node 01 to node 11 to
forward the video.

We measured the amount of routing messages on L01 druing the entire test.
The results are presented in Table 1. We note that the measurement of routing
messages during the use of RON also includes OSPFs routing messages. These
measurements must be interpreted in a careful way because the number and size
of RON messages depend on design and implementation choices, some of which
are not relevant in our framework. However, RON does not use an excessive
amount of bandwidth in comparison to OSPF configured with similar probing
parameters.

Table 1. Volume of messages measured on a link during the entire test

Situation Volume of messages

OSPF 29.4 kB
OSPF agressive probing 114 kB

RON + OSPF 132 kB

This test has highlighted the effectiveness of overlay routing compared to
standard routing to restore a communication in case of failure. Indeed, although
RON and OSPF use the same link state algorithms for route computation, RON
re–establishes connectivity after a failure in half of the time required by OSPF
(with identical average failure detection time). This can be explained by the
number of nodes which take part in the routing system is lower in overlay routing
than in standard routing. This allows a faster re–establishment of connectivity
because computation of routing tables is less complex, the number of participant



being less important. Therefore, information on link states takes less time to be
propagated to every participants of the overlay than to every router, since the
complexity to establish connectivity between each participant increases with
the number of participants. Time needed to restore connectivity between nodes
is shorter in the overlay routing system, so overlays are more effective than
standard routing for communications protection.

4.3 Second Scenario

The second scenario will highlight the different possibilities for overlay deploy-
ment. The selection of nodes taking part in the overlay will have an impact
on:

– Bandwidth consumption by routing messages. Indeed, the number of control
messages exchanged in the network increases with the number of routers.

– New routes computation time, for link state algorithms. Indeed, the algo-
rithm computation complexity depends directly on the number of nodes
which take part in this computation.

– The number of alternate routes which can be proposed. Indeed, a signifi-
cant number of nodes will allow providing more alternate routes and thus,
will allow choosing those with optimal routing quality (ie: minimising delay
penalty, for example).

It appears that the optimal solution for the overlay routers choice is to mini-
mize the number of nodes while trying to maintain an alternate route satisfying
the protected traffic constraints.

Thus, our second scenario consists in streaming the video to four clients,
namely nodes 05, 11, 14 and 16. We consider three approaches to deploy the
overlay:

– The overlay nodes are the servers and the clients routers. It is the ”host
only” deployment of the overlay (Fig. 5(a)).

– The overlay nodes are chosen to protect each communication in an individual
way (Fig. 5(b)). For each clients router, we lay out RON nodes to propose
an alternate route. This is made independently for each client server com-
munication, and we do not consider already deployed RON nodes to protect
another communication.

– The overlay nodes are deployed in an optimized way, i.e. contrary to the
previous case, we deploy RON nodes by considering the four client server
communications (Fig. 5(c)). Here, we also choose RON nodes so as to propose
an alternate route in case of failure of any link on the primary route, for each
communication (but node selection is done empirically).

The three approaches correspond to three possible deployments with different
goals which constitute the following cases:

– The ”Host Only” deployment: minimise the number of nodes with the risk
of not being able to provide an alternative route in case of failure.



– The ”Full” deployment: The insurance that for any possible link failure, a
route will be proposed, at the cost of deploying many overlay nodes and thus
decreasing system performance.

– The ”Optimized” deployment: A trade–off between the two previous sce-
narios, in which we wish to provide an alternate route for each possible link
failure, while minimising the number of overlay nodes to preserve system
performance.

As in the first scenario, video streaming is performed during 10 minutes, but
two alternatives are studied. At 2 minutes, we cause the failure of L20, for the A
alternative of the scenario. For the B alternative, we cause L21 and L01 failure.
At the 7th minute, the links are restored. Figure 5(d) illustrates this scenario.

(a) ”Host Only” case (b) ”Full” case

(c) ”Optimized” case (d) Scenario 2 progress

Fig. 5. The second scenario

We measured service interruption time after the failure. The results are pre-
sented in Table 2. We note that RON systematically outperforms OSPF (con-
figured with probing parameters equivalent to those of RON). In addition, the



time needed to restore connectivity after a failure decreases with the number of
nodes taking part in the overlay.

Table 2. Recovery time for different scenarios

Recovery time
Situation To node 14, To node 11, To node 5,

Scenario 2A Scenario 2B Scenario 2B

OSPF agressive probing 208 s 166 s 387 s
Host Only deployment 127 s 95 s 248 s

Full deployment 142 s 142 s 315 s
Optimized deployment 132 s 128 s 298 s

In order to compare link quality proposed by overlay routers with the various
deployments, we measured the forwarding delay penalty generated by re–routing.
Delay penalty is a good indicator of routes quality because delay is the metric
used for the choice of a route in this test. Table 3 presents the average route
delay penalty the communication between node 01 and 11 in alternative B. This
penalty is measured between the 300th and 500th seconds, because during this
period the traffic is re–routed for all the deployments investigated. In accordance
with our expectations, the higher is the overlay router number and the weaker
is the over cost of delay (and so, the better is the proposed route quality).

Table 3. Average delay penalty when re–routing between nodes 1 and 11 in the second
scenario, alternative B

Situation Delay Penalty in millisecond

OSPF agressive probing 17.01 ms
RON (”host only” deployment) + OSPF 41.28 ms

RON (”full” deployment) + OSPF 28.73 ms
RON (”optimized” deployment) + OSPF 29.30 ms

To summarize, the ”host only” RON deployment provides best performance
for connectivity recovery but with less backup routes and thus less route qual-
ity (as shown by the delay penalty measurements). The ”full” RON deployment
leads to poor connectivity recovery performance but allows with high route qual-
ity. Finally, the ”optimized” RON deployment represents a good compromise.
These results confirm the importance of overlay router selection in system effi-
ciency, and their impact on the trade–off between connectivity re–establishment
time and backup route quality.



5 Conclusion and Future Work

We discussed the use of overlay routing for the communications protection in
a intra–AS network. First, we introduced the requirements for communication
protection in today’s networks. Then, we presented existing mechanisms which
try to provide such protection, and focused in particular on routing overlays like
RON (which are easy to deploy and can take into account high level information
to make routing decisions) in an intra–AS environment. We showed that this so-
lution improves communication robustness. We also highlighted the importance
of the selection of nodes participating in the overlay. We demonstrated that when
the number of overlay routers increases, the quality of the routes improves but
the connectivity recovery time after a failure increases.

Thus, we showed the relevance to use a communication protection system
deployed in an overlay network. However, such a system does not exist since
existing systems are not specialized in this field. Our test environment used
RON, which is, as far as we now, the only overlay routing system for which
an implementation available. However, RON was not designed for this intra–
AS use and does not brings new robustness mechanisms, such as pre–computed
backup routes. Therefore, it is necessary to design a new overlay routing system
dedicated to our needs.

Overlay node placement is also very crucial to allow connectivity recovery
after a failure. In our test, we located the overlay nodes empirically. In the future,
we will study the feasibility of an algorithm to determine the location of overlay
nodes optimally, by deploying a small number of nodes at locations which depend
on traffic resilience requirements. We will also have to experiment our system in
other scenarios, and compare it with other recovery mechanisms such as those
presents in MPLS to draw general conclusion.
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