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Abstract—Dependable communications are needed by some Il. RELATED WORK

users. When failures disrupt their communications, recovery .
mechanisms are needed to bypass them and preserve communica?- Network Failures and Recovery

tions delivery. This article studies a recovery mechanism deployed  sers’ communications can be disrupted for several reasons

by users themselves, which suits to their needs. We propose . . : .
a system based on end-to-end routing in an overlay network For instance, a physical failure of a network device cangmev

to recover users’ communications. We present this system, and it 0 deliver communications. To mitigate failures impact
measure its performances thanks to a software implementation. on the users’ communications, recovery mechanisms [1] are
We show that our system is able to recover a communication in deployed. These systems divert communications to bypass th
less than one second with !c?w network resources consumption. fajling part of the network.

b ZIQd%c-g\e;renp;_R %igﬁgdab'"ty' End-to-end, Failure, Overlay, Routing protocols aim is to allow network nodes connectiv-

‘ ' ' ity by computing routers’ routing tables. Dynamic protagol
such Open Shortest Path First [2] or Intermediate System
To Intermediate System [3] can detect network failures and
modify routing tables to bypass them.

L i , Other recovery mechanisms can be used in IP networks.
Internet communications are likely to be disrupted bﬁor instance, the Multi Protocol Label Switching [4] prosid

failures at any time. Recovery meghamsms are deployedé@veral ways to recover from failures [1]. Several otherlmec
networks to recover users’ communications when such eveQiSqms have also been proposed [5]-[8]

happen. These mechanisms are usually deployed by net\'\lorklglowever, Internet end-to-end communications can be un-

operators. When users cqmmunlcatlons are disrupted, ma%ilablefor several minutes [9], [10]. This may be causgd b

cannot predict how long will take the recovery process. iy re that cannot be recovered by the mechanism deployed b
When communications dependability is needed by useffe network operator. A network device misconfiguration can

they would benefit to supervise recovery mechanisms useddgq to similar consequences. The Border Gateway Protocol

protect their communications. This would let users to atdjugBGp) [11], used to enable connectivity between Internet

the recovery process according to their dependability sieednetworks, is also known to need a significant time to recover
In this article, we study a network recovery system baseém failures [12].

on end-to-end routing in an overlay network. Our system

performs routing operation on network end-nodes. WhenBa Overlay Routing Systems

failure disrupts a user communication, it is possible teediv Overlay networks are logical networks build on top of
it to an overlay path to bypass the failure. the existing network. Overlay networks are common in IP
Our system suits to users’ dependability needs. The systaatworks. For example, MPLS Virtual Private Network [13]
deploys mechanisms for communication protection accgrdinses a logical virtual private network on the top of the émgst
to users’ requirements. It tries to use the lowest networietwork. File sharing peer-to-peer systems [14] also baiid
resources. If needed, our system is able to detect and nrecaygerlay network between their users.
failures disrupting users’ communications in less thanse®  Several overlay systems are dedicated to communication
ond. The main contributions of this article are the desimipt routing [15]-[21]. Like standard routing protocols, theinal
of the system conception, which includes inventive mechg- to establish connectivity between overlay nodes. These
nisms such double delivery, and the study of its performancgystems aimed at solving BGP routing quality issues. Indeed
using a software implementation. routes computed by BGP are not optimal in terms of perfor-
The remainder of this document is organised as followsiance because they are subject to administrative cortstrain
section 2 describes related works, section 3 presents aur sy Resilient Overlay Network [16] (RON) is an overlay rout-
tem and section 4 discusses the experimentation enviranmieig system that computes routing tables using a link state
and results. Finally, we conclude and present future works.algorithm. A RON node periodically disseminates routing

I. INTRODUCTION



messages to every other RON nodes. This causes it to not
scale well. Some RON variants have been proposed, but do not
solve this issue [17]. RON authors show that a communication
can be recovered in about 20 seconds.

Others overlay routing systems [18], [19] are deployed
on structured overlay network, supported by distributeshha )
tables [22], [23]. These systems scale well, but do not seerl LTt!::ative
able to allow fast communication recovery. Overlay Path

Other overlay routing systems use source routing to delive ﬁ?;j:t:““ica“""'s
communications in the network [15], [20], [21]. To deliver £ Failure
communications through a succession of overlay nodese theg
systems add nodes address to each packet routed in theyoverla
network. This can be used to bypass a failure disrupting the
network. These studies mainly focus on the ability for cenerl
routing to bypass failures. They do not investigate how &s
communication can be recovered.

O IP Node
O overlay Node

tFig. 1. How end-to-end overlay routing can recover commuitnat
disrupted by failures

I1l. SYSTEM PRESENTATION 2) Maximum Allowed Interruption Time: For a commu-

Our system objective is to increase communications depemieation to be managed by our system, its originator must
ability, on users demand and according to their needs. Usgirst declare its dependability need for this communication
ask the system to manage their most critical communicatiomhis need is denoted as the Maximum Allowed Interruption
only. Time (MAIT). This is the maximum time allowed for a node

When a failure disrupts a communication, the system gaalolved in the communication to not receive packets sent by
is to recover its delivery. The time needed for the recovetyie other node. This time is defined by users according to thei
process, called recovery time, depends on users needs. d6gendability needs and the nature of the delivered apialica
network resources consumption is as small as possible t@) Usual Delivery of Communications: A communication
satisfy these needs. Moreover, our system is able to manageelivered by the regular IP path while no failure disrupts
any kind of IP communications, and does not need am@ur system deploys a failure detection mechanism to detect a
configuration in the network. failure that could interrupt the communication delivery. &h

The system uses an overlay network for communicatiotise presence of a failure is suspected, the failure detectio
routing. The number of overlay nodes in this network is nehechanism triggers a warning. Then, an alarm can be triggere
expected to be high. We consider that few tens of cooperatifighe presence of a failure is confirmed. Failure detection
nodes is enough for our system to work. We also assume thachanisms will be described later in this section.
all nodes in the system are not malicious and use it fairly. Fo 4) Alternative candidate paths: During the communication
example, a company with multiple connections to the Internestablishment, our system selects 8 alternative candidites.
from several locations around the world can use this systebme of these paths will be used to deliver a communication if
to improve the reliability of its most critical communicatis. a failure disrupts the path usually used.

) These paths are overlay paths composed of two successive
A. System Conception Internet paths. The first one is the Internet path from the

In this section, we describe the system conception, esmmunication originator node to an overlay third-partgdeo
illustrated by figure 1. The second path is the Internet path from this third-pargyeno

1) Overlay Network Organization: In our system, several to the communication destination node. Currently, oureayst
nodes cooperate with each other to make an overlay netwetiooses third-party nodes randomly among overlay network
dedicated in communications dependability. Each nodesjoinodes.
this network thanks to software running on their operating Using only 8 alternative paths passing by only one third-
system. party node is supported by several previous works [20],,[21]

Currently, two nodes must be members of the overlgg4]. It has been shown that only one third-party node can be
network for their communications to be managed by thesed by alternative paths to bypass most of failures, among
system. This constraint could be avoided by using Netwotkose which can be bypassed with overlay routing in a given
Address Translation mechanisms, as done in other systemuerlay network. Moreover, it has been demonstrated thigt on
[17]. a few number of third-party nodes can be considered to bypass

The overlay network topology does not follow any particulamost of failure.
structure. Each node is able to reach one other directlykelnl Once alternative candidate paths are selected, the system
others overlay networks such RON, this is not an issue becadgploys failure detection mechanisms on them. However, the
in our system, the number of overlay nodes is small and thdgtection needs are lower for the alternative candidatespat
don't need to permanently probe each other. than for the path used for communication delivery. Detectio



. . . . . Node 2
mechanisms must be configured accordingly. If a failure is Node 1 ode
REQUEST MESSAGE

detected on an alternative candidate path, it is dropped fro 3y
the candidate list and a new path that uses another thitg-par oKt D T
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5) Alternative Path Selection: When the failure detection
mechanism deployed on the communication path triggers a
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communication delivery, an alternative path must be setect A T_REQ

as soon as possible. For this purpose, the system asksuiefail REQUEST MESSAGE

detection mechanisms deployed on alternative candidales pa TT_WAIT T

to immediately check for failure presence. The system then REQUEST MESSAGE

selects the first alternative candidate path who has reporte - T

that no failure is disrupting it. Time |T7WA'TV REQUEST MESSAGE
6) Double delivery: Once the alternative path has been Ntmes L A B

verified and selected, the system starts delivering commu- | REQUEST MESSAGE

nications on the selected alternative path. It also depkys WA T

failure detection mechanism on the selected alternative. pa Y l _

This mechanism is similar to the one deployed on the usual
path used to deliver the communication prior to the warning

triggering. Fig. 2. The failure detection mechanism
It is important to note that the communication delivery on
the usual path is kept while its detection mechanism has not
confirmed the failure by triggering an alarm. This period is Lo . . ,
called double delivery. Once the alarm is triggered, dejiven depend on this kind of failure detection mechanisms, androth
this path ends and its failure detection mechanism is sthpp8'€chanisms could be used.
But if the failure is invalidated, the communication defiye  As shown in figure 2, a node periodically sends a REQUEST
on the alternative path is cancelled and it becomes an aydinanessage to the other node who immediately responds with a
alternative candidate path again. RESPONSE message. After receiving a RESPONSE message,
7) Communication delivery on the alternative path: In- the delay before sending a new REQUEST message is denoted
terception of traffic and source routing are used to divess T_REQ. After it sent a REQUEST message, a node
the communication and allow its delivery on the selectedaits during a period denoted ds W AIT for the reception
alternative path. of a RESPONSE message. If no RESPONSE messages are
Packets created by source node applications are intectepteeived during this time, a warning is triggered, and théeno
by our system. We use a special Linux firewall rule [25] tgends a new REQUEST message. The alarm is triggered when
perform this interception. Each intercepted packet isrelyti a node has not received any RESPONSE message after sending
put in a new IP packet that uses the User Datagram Protoéblsuccessive REQUEST messages.

(UDP). The IP destination address of this packet is set 0 thérnege detection mechanism parameters are chosen to detect
alternative path third-party node address. If double @e§NS 5 fajlyre under a defined time, called Maximum Detection

used, a special flag is set in the packet. Time (MDT). The table 1 shows the various parameters
The system then sends this packet in the network, whigfiicas

delivers them to the third-party node. This node retrieves t ) o
original IP packet, puts it in a new UDP packet and sends it /"€ MDT on the path used to deliver a communication
to the communication destination. must be chosen as a function of the needed MAIT for

When the destination node receives this packet, it retrie S communication. Indeed, once a failure is detected, the
the original IP packet and delivers it to its applications. Fystem still has to choose an alternative path and deliver
also has to remember the alternative overlay path usedS@mmunication to the destination node through it.
deliver this communication. It will thus be able to delivés i  Since the overall operation time must be shorter than the
communication back to the source node through this path. THAIT, the failure MDT should be equal to the MAIT reduced
node also remembers if the double delivery flag is set in thy the time needed for alternative path selection and use. As
packet, to perform double delivery for communications goirthis time cannot be predicted during communication estab-
back to the source. lishment, we approximate it by two times the network round

8) Failure Detection Mechanism: Our system uses mech-trip time delay to deliver communications between soura an
anisms to detect failure that could disrupt communicatiatestination node. This time can be computed when nodes join
delivery. Detection uses special messages exchanged leg nde overlay network, for instance. Thus, witht the round
involved in the communication. A request/response pattemip time measured between the communication end nodes,
is used, as in the “ping” utility [26]. Our system does nothe MDT is given by:



PARAMETERS OF THE FAILURE DETECTION MECHANISM ACCORDING TOMAXIMUM DETECTIONTIME (MDT). “VARIABLE” MEANS EACH TIME A
RESPONSEVESSAGE IS RECEIVERT_W AIT IS UPDATED WITH THE FOLLOWING FORMULA T_W AIT « rtt + 4.vrtt, WHERE rtt IS THE AVERAGE

TABLE |

ROUND TRIP TIME OFREQUEST/RESPONSMESSAGES AND vrtt ITS STANDARD DEVIATION

Parameter / MDT (ms) | MDT > 3500 | 1750 < MDT < 3500 MDT < 1750
T_WAIT (ms) 1000 500 Variable

N 3 3 2

T_REQ (ms) MDT — 3000 MDT — 1500 maz(0, MDT — 750)

PathSelector

Manager <«>| ComProtector |I|

SocketOverlay

MDT = MAIT — 2.rtt

Userlinterface

Failure detection mechanisms are also deployed on alterna-
tive candidate paths. Since no communications are detivere
on these paths, detection time can be longer. We then use for
these paths a Maximum Detection Time equals to 8 times the
one computed for the path used to deliver the communication. [y

IncidentDetector

SocketIP f

B. System Implementation

language. The Linux operating system is also required to
perform IP packet interception. Figure 3 shows the software
architecture. The various software components are:

« SocketOverlay: This component sends and receives oVifae and the network resources consumption. Other perfor-

lay messages, such as encapsulated IP packets or oveylay,ce criteria will not be studied here, but will be discasse
management packets. later in this section.

o SocketlP: This module intercepts packets from the net-_l_ | ‘ q diff
work, to allow their delivery by overlay paths. It is also 0 evaluate our system performances, we used two different

used to inject these packets from overlay paths to tlrfnes.‘t beds. In the first test-bed, we use a V|rtual_|zed network
using the OpenVZ software [27]. This network is composed
ég 30 virtualized computers, running the Linux operating
It schedul . ; .
system and connected to a virtual bridge. We used the Linux
Ig@f‘fic Control tool [28] to introduce delay in packets deliy
etween two network nodes. To set up the various network
elays, we randomly positioned each node in a virtual plane.
The minimal round trip time delivery delay between two nodes
is,chosen to be the Euclidian distance between these nodes so
compute the list of alternative candidate paths. that the maximum distance is equivalent to a 500ms RTT.

« IncidentDetector: This component implements the failurléaCh packet RTT is then associated to a random variable with

detection mechanism. It sends messages in the netwgr}E.areto distribution using a shape parameter equals to this
to detect failures. The detection configuration is set |n|m.aI. delay, and a scale parameter equals to the tenth of
ComProtector. e minimal delay.

« Userinterface: This component gives the software user The second test bed uses 8 computers connected to the Inter-
the ability to start and stop the management of a corfiet thanks to 5 different European Internet Service Praside

munication by the system, and information on the systemTo perform our experiments, we used the following test
state. scenario: after a user has chosen is needed MAIT, a communi-
cation is established and its management by our systemsegin
IV. EXPERIMENTATION After a random time, a failure is produced in the network
In this section, we present our system experimentation. g disrupt the communication path. Our system then tries to
used the software implementation presented above to perfdiecover the communication delivery.
this experimentation Scenarios used various MAIT values as well as different
communication source and destination nodes. Several thou-
sands of test scenarios have been measured in the virtlialize
The goal of this experimentation is to measure two majeest bed. A few hundreds test scenarios have been performed
performance criteria of network recovery systems: thevego in the Internet test bed.

Fig. 3. Software implementation architecture

« Manager: This is the core of the software.
the other components.

« ComProtector: Each of these components manages
communication. It manages the path used for commu
cation delivery, the list of alternative candidate pathd a
the failure detection mechanisms.

o PathSelector: This module is used by ComProtector

A. Experimentation Setup



B. Experimentation Results

1) Recovery Time: We first study the system recovery time.
The recovery time is the time between the beginning of the
failure and the communication delivery recovery. Figures 4
and 4b show the distribution for the recovery time measure-
ments, as a function of the Maximum Allowed Interruption
Time (MAIT) needed by users.

For both virtualized and Internet test bed, our system
recovery time is shorter than the MAIT, for MAIT longer than
one second. This means that our system is able to recove
communication delivery in one second if needed by users.

For shorter MAIT, results are mixed. If MAIT is one
half second, the system is able to recover communications 10? - P 0 100 To00 20300 75300 30000
under this time in about half of the scenarios. Indeed, for MAIT — ms
MAIT inferior to one second, our system recovery times are
distributed between 300 milliseconds and one second in the

Internet test bed, and 100 milliseconds and one second in the
virtualized test bed. Fig. 5. Network bandwidth consumed by failure detection maismas,

. as function of the Maximum Allowed Interruption Time (MAIT).ofal
If MAIT shorter than one second is needed by users, op,gwidth is given for failure detection mechanisms deployecne com-

system cannot ensure that it will recover communicatiomsunication path and 8 alternative candidate paths
under this time. However, it can sometimes recover commu-
nications in few hundred of milliseconds.

In the Internet test bed, recovery times are less uniformigst bed. The bandwidth consumption decreases for MAIT
distributed than in the virtualized test bed. This could blenger than one second. With shorter MAIT, the bandwidth
explained by the greater variations of the network delayonsumption stays approximately constant because failure
between nodes in the Internet network than in the virtudlizeletection mechanisms operate with the most “aggressive”
one. Indeed, Internet delay cannot be expressed by Eutlid@nfiguration for these values.
distance [29], as we did in virtualized network. Howeveegsh If the MAIT is equal to one second, the bandwidth con-
results seem close enough to validate experiments leadein sumption is 4 kbit/s. For MAIT of 5 seconds, it is 0.35 kbit/s.
virtualized test bed. In addition, others results presknite This consumption thus depends on the user dependability
this article concern the bandwidth consumption, which is naeeds, and stays reasonable even for short MAIT.
related to the network delay. Our system encapsulates IP packets in UDP datagram to

2) Bandwidth Consumption: In this section, we study allow their delivery in the overlay paths. This adds an oearh
the system network bandwidth consumption. There are folar each packet delivered this way in the network. In our

Total
Communication path-------
Alternative candidate path

10t

Bandwidth consumption - kbit/s

10°F

sources of consumption: current implementation, this overhead is equal to 52 bytes
« Failure detection mechanisms. per packet. This value could be decreased by optimising the
« Packets headers added to allow communication delivéfjplementation.
inside the overlay paths. Packets fragmentation could be another cause of bandwidth
« Double delivery consumption. This happens when the total size of a new IP
« Overlay management packet is superior to the Maximum Transmission Unit (MTU)

The latter will be neglected in our evaluation. As our system the network. TO_ avoid fragment_atlon, apphcatl_onS stoul
use a small number of overlay nodes, we consider that figcréase the maximum packets size, to ensure it would stay
resources needed to overlay management are low. inferior to the network Maximum Transmission Unit after

The network bandwidth used by failure detection mechgf’lc!(etS encapsulation. .
nisms depends on their configuration. If the Maximum De- Figure 6 shows the bandwidth penalty caused by these
tection Time (MDT) needed for a mechanism is short, th&ious problems, with a network MTU equals to 1500 bytes.
consumption will be high. For each communication, several Peériods of double delivery will of course be costly in
mechanisms are used: one mechanism (or two during douBfWork bandwidth consumption. During these periods, com-
delivery periods) to measure the path used for Communmaﬂ@unlcatlons are delivered two times in the network. It thus
delivery, and eight to measure alternative candidate paths Important to know how often double delivery occurs. Two
seen in section IlI-A8, the mechanisms’ MDT are choseffS€S may occur.
according to communication’s MAIT. Consequently their-net « The double delivery is caused by a warning triggered by
work consumption will depend on the communication’s MAIT.  the incident detection mechanism, whereas no failure is
Figure 5 shows the bandwidth used by failure detection actually disrupting the communication. This case is called
mechanism, as measured in various scenarios in the viréaali “illegitimate”
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Fig. 7. Average duration of double delivery periods as a fioncof the
Maximum Allowed Interruption Time (MAIT)
o The double delivery is caused by a warning triggered
by the incident detection mechanism, and a failure is
actually disrupting the communication. This case is called
“legitimate” send more detection packets and they wait less time for their
Figure 7 shows the average duration of double delivefgsponses to arrive.
periods, each day, as a function of the MAIT needed by USETS\ne studied the various sources of our system bandwidth

These results were inferred from measurements made in E%e

. . . i . . hsumption. As a summary, figure 8 shows the variation
V|rtual|ze'd'test bed. The Ieg‘ll'.uma't(.e dOl,J,bIe dehvery oes of the bandwidth consumed in the network, during a recov-
are negligible compared to “illegitimate” ones. With MAIT

. scenario progress. In this scenario, the initial badtwi
shorter than one second, there is on average more than LT .
. . . . needed by the communication is 50 kbit/s and the needed
minutes of double delivery per day. This value then quickl

decreases for longer MAIT: It is less than 2 minutes per déX{l/AIT IS 500 ms.

for MAIT of 2 seconds. The overall bandwidth consumed by our system seems

These results can be explained by the relationship betweeasonable to us. Moreover, in this scenario, the MAIT is
mechanisms configuration and the needed MAIT. Indeeshort and the communication bandwidth consumption is low.
shorter is the MAIT and shorter is the mechanism Maximuixpect during the double delivery periods, the variousesyst
Detection Time (MDT). The risk to trigger an “illegitimate” components bandwidth consumption is low compared to the
warning is higher if the MDT is short because mechanisnt®mmunication.
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Fig. 4. Recovery time distribution as a function of the Maximédowed Interruption Time (MAIT). The recovery time distribans are described by
quartiles box plot: The higher line shows the 25 % longer veoptimes. The lower line shows the 25 % shorter recovery timibe box shows the 50 %
residual recovery times. The cross shows the median recoweey Recovery times above the Recovery Time = MAIT line denotacessful recovery
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C. Results Summary And Discussion

detection mechanisms based on probe messages are used
together with original processes such as double delivedy an
the failure detection warning trigger. This system can bedus

to increase dependability of all kinds of IP communications
We also provide a software implementation.

We studied our system ability to recover communications
delivery in order to satisfy users’ needs. For this, the com-
munication recovery time must be lower than the Maximum
Allowed Interruption Time, given by communication origi-
nator. We measured that in most of cases, it is possible to
satisfy this constraint for MAIT higher than half a second.
We demonstrated that the system network bandwidth con-
sumption depends on the MAIT wanted by users. However,
this consumption stays acceptable, even for MAIT lower
than one second. Our system is effective to increase users’
communications dependability, according to their needs.

We plan to improve this work by several ways. We are
currently working on overlay routing system ability to reeo
from failure in large networks, such Internet. We want to

We demonstrated that our system is able to recover comn@ptimize our system implementation. A more long-term task

nications in a time as short as half a second, with moderaseintegration of others overlay reliability mechanismsour
network bandwidth consumption. As far as we known, it igystem.

the only one overlay routing system which is able to recover
a communication that fast. If users do not need such faﬂ]
recovery time, the system is able to configure itself to coresu

even less resources. (2]

Another fundamental point for recovery systems perfor-[3]
mances is their ability to recover from a failure. This abili
depends on the failure location and scope, as well as thd
overlay nodes position in the IP network for overlay-based
systems. Depending on the studies and the system investigat|s)
it has been demonstrated [10], [15], [16], [20] that an emd-t
end communication disrupted by a failure can be recoverdg!
by an overlay routing system in one or two third of cases. We
expect similar results with our system, and plan to achievg]
such measurement in a near future.

We consider that our system is effective to increase conjg)
munications dependability when failures disrupt them. Gupw
proach is based on end-to-end routing on an overlay netwo%]
It moves the network recovery task from networks’ operators
to users. This is especially relevant for unreliable neksor (10]

V. CONCLUSION AND FUTURE WORK

In this article, we introduced a network recovery mechanism]

based on overlay routing. The aim of this system is to in&@eas

S - ) . 112]
end-to-end communication dependability, according tasise
needs. This system can be used with any kind of communig¢zs]
tions in an IP network. We presented the system operating and
we measured its ability to restore a communication dismptg‘”
by an incident under a maximum allowed time specified hjys]
users.

Our system uses overlay routing to recover communicating]
disrupted by incidents. To deliver communications in thg7]
overlay, source routing is used. To allow fast recoveryesav
possible alternative paths are maintained and are ready[ltsc]
be used in case of primary path failure. In addition, failure
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