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Abstract

Keywords:

This paper deals with the replica placement problem on fulinogeneous tree
networks known asthREpPLICA PLACEMENT optimization problem. The client
requests are known beforehand, while the number and locatithe servers are
to be determined. We investigate the latter problem usiegCllosestaccess
policy when adding QoS and bandwidth constraints.

In this paper, we state that the extensiorCtdsestHomogeneous with QoS
to bandwidth keeps polynomial. This is an important cognitias the postulated
constraints are of different nature. QoS is a constrairtt leéongs to a node
locally, whereas bandwidth constraints have a global infteeon the resources.
We propose an optimal algorithm in two passes using dynamigramming.

Replica placement, tree network@losestpolicy, quality of service, bandwidth
constraints.



1. I ntroduction

This paper deals with the problem of replica placement mhetworks with
Quiality of Service (QoS) guarantees and bandwidth comsgrailnformally,
there are clients issuing several requests per time-orbe satisfied by servers
with a given QoS and respecting the bandwidth limits of tHergonnection
links. The clients are known (both their position in the teg®l their number
of requests), while the number and location of the serverscdoe determined.
A client is a leaf node of the tree, and its requests can besddmy one or
several internal nodes. Initially, there are no replicasemwa node is equipped
with a replica, it can process a number of requests, up toapsaty limit
(number of requests served by time-unit). Nodes equipp#dauvieplica, also
called servers, can only serve clients located in theirsel{so that the root, if
equipped with areplica, can serve any client); this retsrids usually adopted
to enforce the hierarchical nature of the target applicagimtforms, where a
node has knowledge only of its parent and children in the t&ery client has
some QoS constraints: its requests must be served withinited time, and
thus the servers handling these requests must not be taofaitlie client.

The rule of the game is to assign replicas to internal nodethaosome
optimization function is minimized and QoS as well as bamlttlwconstraints
are respected. Typically, this optimization function ie thtal utilization cost
of the servers. We restrict the problem to the most populegsecpolicy called
Closest where each client is allowed to be served only by the clasgdica in
the path from itself up to the root.

In this paper we study this optimization problem, calREprLICA PLACE-
MENT, and we restrict the QoS in terms of number of hops. This mé&ans
instance that the requests of a client who has a QoS rangenokt be treated
by one of the first five internal nodes on the path from the tlignto the tree
root.

We point out that the distribution tree (clients and intémmades) is fixed
in our approach. This key assumption is quite natural foraathispectrum of
applications, such as electronic, ISP, or VOD service dgfivThe root server
has the original copy of the database but cannot serve afitslidirectly, so a
distribution tree is deployed to provide a hierarchical disiributed access to
replicas of the original data.

In this paper we propose an efficient algorithm cal@dtimal Replica
Placement (ORP) to determine optimal locations for placing replicas in the
REPLICA PLACEMENT problem including QoS and bandwidth. Our work
provides an extension of the algorithm of Lin et al [6], whislas already
mentioned above. Lin et al [6]proposed an algoritRhace-replica to find
an optimal set of replicas on homogeneous data grid tre&gling QoS con-
straints in terms of distance but without bandwidth comstsa Our approach
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leads to two extensions. First of all, we separate the seli@its from the

set of servers. Lin et al also suppose clients to be leaf nduéswith the

double functionality of a server and client. Our separadtiows that client
nodes do not have to offer the possibility to place repliaashem, which de-
mands less assumptions on leaf nodes. However our modeimatate the

latter model while the converse is not true. Indeed, we cadaindient-server
nodes by inserting a fictive node before the client which ede the role of
a server. The approach of Lin et al in contrast does not dffferpossibility

to model clients without server functionality. Our secomuahtribution is the
introduction of bandwidth constraints. This is an impottaodification of the
requirements as QoS and bandwidth are of a completely éifferature. QoS
is a constraint that belongs to a node locally, hence eaghtdiias to cope with
its own limitation. Bandwidth constraints in contrast havglobal influence on
the resources as a link may be shared by multiple clients ansequently all
of them are concerned. Therefore it is not obvious whetheiptbblem with

these completely different constraint types would remaiymomial or would

become NP-hard.

The rest of the paper is organized as follows. Section 2dnires our main
notations used iREPLICA PLACEMENT problems. Section 3 is dedicated to
the presentation of our polynomial algorithm: the propemiaology of the
algorithm is introduced in Section 3.1. The subsectionsaB@ 3.3 treat the
different phases. Some related work can be found in Secti@o#plexity and
optimality are subject of Section 3.4. Section 5 finally susniaes our work.

2. Notations

This section familiarizes with our basic notations. We ddeisa distribution
tree7 whose nodes are partitioned into a set of clighend a set of internal
nodesN (N NC = 0). The clients are leaf nodes of the tree, whieis
the set of internal nodes. Letbe the root of the tree. The set of tree edges
(links) is denoted a&. Each link! owns a bandwidth limiBW(() that can
not be exceeded. A client € C is makingw(v) requests per time unit to a
database. Each client has to respect its perdQnality of Serviceeonstraints
(QoS), whergy(v) indicates the range limit in hops ferupwards to the root
until a database replica has to be reached. A node\" may or may not have
been provided with a replica of the database. Nodes equipjtaca replica
(i.e. servers) can process up i requests per time unit from clients in their
subtree. In other words, there is a unique path from a cli¢atthe root of the
tree, and each node in this path is eligible to process alidheests issued by
v when provided with a replica. We denote ByC N the entire set of nodes
equipped with a replica.
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Figure 1. Transformations.

3. Optimal Replica Placement Algorithm (ORP)

In this section we prese@RP, an algorithm to solve thBEPLICA PLACE-
MENT problem using th&€losestpolicy with QoS and bandwidth constraints.
For this purpose, we modify an algorithm of Lin, Liu and Wu.[@]heir algo-
rithm Place-replica is used on homogeneous conditions with QoS constraints
but without bandwidth restrictions. Hence to be able to hsealgorithm, we
have to modify the original platform. We transform the tfiéén a treeT* by
adding a new root™ as father of the original root (see Figure 1(a))r™ is
connected te via a linkly, whereBW(ly) = 0. As the bandwidth is limited to
0, no requests can pass abayso that this artificial transformation for compu-
tation purposes can be adapted to any tree-network. We rhiskehianging to
be able to model whether the original roas equipped with a replica or not.

A further, only formal transformation, consists in the stggsion of clients
from the tree and hence the consideration of their paremseass in the follow-
ing way: for every parernp who has only leaf-childrem,, .., v,,, we assign the
sum of the requests of thg as its requesta(p), i.e.,w(p) = >, <<, w(v;).
The associated QoS is set(tain; <<, q(v;)) — 1. (Figures 1(b) and 1(c) give
anillustration). Thistransformation is possible, as wethgClosesipolicy and
hence all children have to be treated by the same server. thasa parents who
have some leaf-childrem, .., v,, but also non-leaf children,, 1, .., v,,, the
clients can not be suppressed completely. In this casedaheddrenv,, .., v,
are compressed to one single cliemtith requestsv(c) = >, ;,, w(v;) and
Qo0Sq(c) = minj<j<, q(v;). Once again this compression is possible due to
the restriction on th€losestaccess policy.

ORPworks in two phases. In the first phase so called Contribuianctions
are computed which will serve in the second phase to deterthia optimal
replica placements. In the following some new terms ar@thiced and then
the two phases are described in detail.
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3.1 Terminology

Working with a treel™ with rootr*, we notet(v) the subtree rooted by node
v, andt’(v) = t(v) — v, i.e. the forest of trees rooted @s children. Thei'th
ancestor of node, traversing the tree up to the root, is denoted:by, ).

Using these notations, we denote7™*) the minimum cardinality set of
replicas that has to be placed in tréesuch that all requests can be treated
by a maximum processing capacityldf (respecting QoS and bandwidth con-
straints). In the same mannex(t(v)) denotes the minimum number of replicas
that has to be placed ifi(v), such that the remaining requests on nodee
within W. For this purpose we define a contribution functi@n C(v, ) de-
notes the minimum number of requests on natle i) contributed byt(v) by
placing m(t(v)) replicas int’(v) and none oru(v,j) for 0 < j < i. The
computation is presented below (Cf. Section 3.2). But leefoe need a last
notation. The set(v, i) denotes the children of nodehat have to be equipped
with a replica such that the remaining requests on nddei) are within,
there are exactlyn(t¢(v)) replicas int’(v) and none onu(v, j) for 0 < j < i
and the contributior(v) ona(v, ) is minimized. The computation formula is
also given below.

3.2 Phase1: Bottom up computation of set e, amount m
and contribution function C

The computation oé, m andC' is a bottom up process, distinguishing two
cases.

1. visaleaf. In this case we do not heedandm and we can directly
compute the contribution functior (v, 7) is w(v) when(i < q(v) A w(v) <
mingy pathjv — a(v,)]), and infinity otherwise.

We point out that there is no solution if any of the leaves hasemequests
thanTV or if the bandwidth of any of the clients to its parent is ndfisiently
high.

2. visan internal nodewith children vy, ..., v,.

i = 0: If the contribution orw of its children, i.e. the incoming requests on
v is bigger than the processing capacity of inner nddgswve know we have
to place some replicas on the children to bound the inconmengests o,

To find out which children have to be equipped with a replica,take a look
at theC'(v;, 1)-values of the children. The setv,0) is used to store the;’s
that are determined to be equipped with a replica. Hencertieegure is the
following:

e(v,0) =10

while}”, .0 C(vj,1) > W do
addv; € N with biggestC(v;, 1) to e(v, 0)
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Note that the set/ used in the procedure still corresponds to the set of interna
nodes of the original tre#. So we can add leaf nodes &f that are inner
nodes irl’, but we can not add compressed client nodes. Note furtherthat
there is no client that is added #¢v,0). Besides we remark that there is no
valid solution within/¥ and the present QoS and bandwidth constraints, when
all childrenv; € \V of v are equipped with a replica and the incoming requests
do not fit inWW. Of course this holds also true in the case 0. Subsequently,
the value ofm(t(v)) is determined easilym(t(v)) = 3", , m(t(v;)) +
le(v,0)|. We remind thain(t(v)) indicates the minimum number of replicas
that have to be placed iti(v) to keep the number of contributed requests
inferior tolV. Finally, the computation of the contribution functiod'{v, 0) =
Zvjie(v,O) C(Uj7 1)
i > 0: Treating nodey, we want to compute the contribution afw, 7). As for
i = 0, we start computing the setv, i):

e(v,i) =0

while >, ¢c(.i) C(vj,i+1) > Wdo

addv; € NV with biggestC (v;, i + 1) to e(v, 7)
The computation of the contribution function follows a damiprinciple:

C(U,i) _ {Zvﬁée(v,i) C(Ujai + 1)7 if ’6(2},?)‘ = ’6(2}, 0)‘ (1)
00, otherwise

C(v,1) is set toco, when the number ofe(v, 0)| replicas placed among the

children ofv is not sufficient to keep the contributed requests:.@n) within

w.

Exampleof Phasel. Consider the tree in Figure 2 and a processing capacity
of inner nodes fixed t&/ = 15. The tree has already been transformed. So
nodesr andy are compressed client-leaves (grey scaled in the figurereas

all other leaves correspond to servers (former inner ndaas;e nodes that are
within \). We start with the computation of all' (v, 7)-values of all leaves.
Leaf! for example hag’(l,0) = 3 as it holds 3 requests. As the link frano

e has a bandwidth of, and the QoS i8, the requests dfcan ascent to node
and hence the contribution 66 requests on node C(I,1), is 3. In the same
manner('(l,2), i.e. the contribution of's requests on nodeis 3 as well. But
then the QoS range is exceeded and hence the requdstamhot be treated
higher in the tree. Consequently the contributions on nad&sda™ (C(I, 3)
andC(l,4)) are set to infinity.

Table 2 is used for the computation @fm andC values of inner nodes.
During the computation process it is filled by main columnbkgere one main
column consists of all inner nodes of the same level in the. ti®o we start
with nodee. The contribution of its child, C(l,1), is 3. As it is the only
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Figure 2. Example

Table 1. Computation oiC (v, i)-values of leaves.

| f X m n h i o] p k y
C(v,0) 3 4 3 2 5 8 7 4 12 3 8
C(v,1) 3 4 3 2 5 8 c) 4 12 e) 8
C(v,2) 3 0o 00 2 00 8 00 4 12 00 8
C(v,3) 00 0o 00 2 00 0o 00 4 12 00 00
C(v,4) c) 00 c) 00 00

child, we have that the contributed requestseare less than the processing
capacitylV = 15 and hence we do not need to place a replica on its ¢hild
Corresponding we get:(t(e)) = 0 and a contributiorC'(e,0) = 3. e(e, 1)
andC'(e, 1) are computed in the same manner, taking into accauit2).
Computinge(e, 2), i.e. the nodes that have to be equipped with a replica if we
want to minimize the contribution on nodge, 2) = a by placing replicas on
the children ofe but none ore up toa. For this purpose we usé(l, 3), the
contribution ofl on a and remark that it is infinity. Hence we have to eqlip
with a replica, and as now the s€t, 2) has a higher cardinality tharie, 0),

we know that this solution is not optimal anymore and we settntribution of
C'(e, 2) toinfinity (Eq. 1). Takingalook atnode Inthe computation of(j, 0),

we have a total contribution of its children tf, which exceeds the processing
power of W = 15 (bandwidth and QoS are not restricting here). Indeed we
have to equip one of the children with a replica, and we cholosene with

the highest contribution o nodep. Consequently, we get(t(j)) = 1 as

we have to place one replica on the children. The contribufi¢j, 0) consists

in the 4 remaining contributed requests of nodeOnce we have finished all
computations for this level, we start with the computatiohshe next level,
which can be found in the next main column of the table.



Table 2. Computation o, m andC for internal nodes.

e g i b c d a a

e(v,0) 0 0 {r} 0 Agiy  {k} {b:c} {a}
m(t(v)) 0 0 1 0 2 2 6 7
C(v,0) 3 7 4 9 11 12 12

e(w,1) 0 {n} {p} fet  Agi}  {k} {b,c,d}
C(v,1) 3 00 4 00 00 12 0o

e(w,2) {l}  {n} {r} {e, /b Ao} {k}

C(v,1) oo 00 4 00 00 00

e,3) {l}  {m,n} {o,p}

C(v,1) oo c) 00

3.3 Phase2: Top down replica placement

The second phase uses the precomputed results of the fisgt fuhdecide
about the nodes on which to place a replica. The goal is tepla@™) =
m(t(r™)) replicas int’(r*). Note that this means that there is no replicaon
and hence only the original tr@éwill be equipped with replicas. If the number
of contributed requests on nodes within 1V, we have a feasible solution.

Phase 2 is a recursive approach. Starting wites 0 on nodev = r™,
all nodes that are withia(v, 7) are equipped with a replica. In this top down
approach; indicates the distance of nodéo its first ancestor up in the tree that
is equipped with a replica and hence thecget i) denotes the set of children of
v that have to be equipped with a replica in order to minimizedbntribution
of v ona(v,i). Next the procedure is called recursively with the appatpri
indexi. Algorithm 1 gives the pseudo-code for the top down placdmbkase,
which is the same as the one in [6].

Algorithm 1 Top down replica placement
procedurePlace-replica (v, i)
if v e Cthen
return
place a replica at each nodeedb, i)
for all ¢ € children(v) do
if ¢ € e(v,17) then
Place-replica(c,0)
ese
Place-replica(c,i+1)
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34  Complexity and Optimality

Due to lack of space, we discuss only sketchy complexity qotienality. A
detailed disquisition with proofs can be found in our reskbaeport [7]. We
state a total complexity of V log IV, whereN is the number of nodes in the
tree andL the maximum range limit among all nodes. Optimality is sabgg
the following theorem:

Theorem 1.  Algorithm ORP returns an optimal solution to tiREpPLICA
PLACEMENT problem with fixed?’, QoS and bandwidth constraints, if there
exists a solution.

To prove optimality we perform an induction over levels, wéhee transform
an optimal solutionR, in the solution found by AlgorithnORP. We consider
any treeT™ of hight n + 1 and start at level 0, which consists in the artificial
rootr™. Ateach step of the induction we change the placement of the replicas
in thei-th level of the solutionR; such that the new placement corresponds to
the solution ofORP. We prove then that this new solutidt).,; is still optimal.

4, Related work

Many authors deal with thBREPLICA PLACEMENT optimization problem.
Most of the papers neither deal with QoS nor with bandwidthst@ints. In-
stead they consider average system performance as totahwoication cost
or total accessing cost. Please refer to [2]for a detailetrg®ion of related
work with no QoS constraints.

Cidon et al [3]studied an instance BfepLicA PLACEMENT with multiple
objects, where all requests of a client are served by thesiosplica Closest
policy). In this work, the objective function integrates@mmunication cost,
which can be seen as a substitute for QoS. Thus, they minithezaverage
communication cost for all the clients rather than ensuangjven QoS for
each client. They target fully homogeneous platforms siheee are no server
capacity constraints in their approach. A similar instaotéhe problem has
been studied by Lin et al [6], adding a QoS in terms of a rang#,land whose
objective is to minimize the number of replicas. In thisdatapproach, the
servers are homogeneous, and their capacity is boundech [Blgib]use a
dynamic programming algorithm to find the optimal solution.

Some of the first authors to introduce actual QoS constrairitee problem
were Tang and Xu [8]. In their approach, the QoS correspomdiset latency
requirements of each client. Different access policiescarsidered. First, a
replica-aware policy in a general graph with heterogenemaes is proven to
be NP-complete. When the clients do not know where the r&phce (replica-
blind policy), the graph is simplified to a tree (fixed routischeme) with the
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Closestpolicy, and in this case again it is possible to find an optidyalamic
programming algorithm.

Bandwidth limitations are taken into account when Karlsstaad [5],[4]com-
pare different objective functions and several heuridticsolve NP-complete
problem instances. They do not take QoS constraints intoustcbut instead
integrate a communication cost in the objective functiowas done in [3]. In-
tegrating the communication cost into the objective fumtitan be viewed as
a Lagrangian relaxation of QoS constraints. Please reféiftr more related
work dealing with QoS constraints.

5. Conclusion

In this paper we dealt with thBEPLICA PLACEMENT optimization prob-
lem with QoS and bandwidth constraints. We restricted oseaech orClos-
estHomogeneous instances. We were able to prove polynoynetitl pro-
posed the optimal algorithr®@RP. This algorithm extends an existing algo-
rithm in two important areas. First the set of clients andséieof servers can
be distinct now and does not require exclusively doublestionality nodes
anymore. The other contribution is the expansion to therpidg of differ-
ent nature constraints. QoS, which is a proper constramedch client, and
bandwidth, a global resource limitation, subordinate toramon optimization
function. This accomplishment completes furthermore theéyson complexity
of ClosestHomogeneous in tree networks.

References

[1] A.Benoit, V. Rehn, and Y. Robert. Impact of QoS on Repitacement in Tree Networks.
Research Report 2006-48, LIP, ENS Lyon, France, Dec. 200@ppear in ICCS’2007.

[2] A. Benoit, V. Rehn, and Y. Robert. Strategies for RepRtacement in Tree Networks. In
HCW’'2007 IEEE Computer Society Press, 2007.

[3] I. Cidon, S. Kutten, and R. Soffer. Optimal allocation e&ctronic content.Computer
Networks 40(2):205-218, 2002.

[4] M. Karlsson and C. Karamanolis. Choosing Replica Plamaniteuristics for Wide-Area
Systems. INCDCS'04 pages 350-359, Washington, DC, USA, 2004. IEEE Computer
Society.

[5] M. Karlsson, C. Karamanolis, and M. Mahalingam. A Framewfor Evaluating Replica
Placement Algorithms. Research Report HPL-2002-219, Hidtadories, Palo Alto, CA,
2002.

[6] P. Liu, Y.-F. Lin, and J.-J. Wu. Optimal placement of riepk in data grid environments
with locality assurance. ICPADS IEEE Computer Society Press, 2006.

[7] V.Rehn. Optimal Closest Policy with QoS and Bandwidtm&iaints for Placing Replicas
in Tree Networks. Research Report 2007-10, LIP, ENS Lyoané&e, Mar. 2007.

[8] X. Tang and J. Xu. QoS-Aware Replica Placement for Caniigstribution. IEEE Trans-
actions on Parallel and Distributed System$(10):921-932, 2005.



