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Efficient Algorithms for Data Distribution
on Distributed Memory Parallel Computers

PeiZong Lee, Member, IEEE

Abstract —Data distribution has been one of the most important research topics in parallelizing compilers for distributed memory
parallel computers. Good data distribution schema should consider both the computation load balance and the communication
overhead. In this paper, we show that data redistribution is necessary for executing a sequence of Do-loops if the communication
cost due to performing this sequence of Do-loops is larger than a threshold value. Based on this observation, we can prune the
searching space and derive efficient dynamic programming algorithms for determining effective data distribution schema to execute
a sequence of Do-loops with a general structure. Experimental studies on a 32-node nCUBE-2 computer are also presented.

Index Terms —Component alignment, data distribution, distributed memory computer, Do-loops, dynamic programming algorithm
for data distribution, parallelizing compiler.

——————————   ✦   ——————————

1 INTRODUCTION

HIS paper is concerned with designing efficient algo-
rithms for data distribution on distributed memory par-

allel computers. The abstract target machine we adopt is a q-D
grid of N1 ¥ N2 ¥ � ¥ Nq processors, where D stands for di-
mensional. A processor on the q-D grid is represented by the
tuple (p1, p2, º, pq), where 0 £ pi £ Ni - 1 for 1 £ i £ q. Such a
topology can be easily embedded into almost all distributed
memory machines; for example, the q-D grid can be embed-
ded into a hypercube computer using binary reflected Gray
code encoding. The parallel program generated from a se-
quential program for a grid corresponds to the SPMD (Single
Program Multiple Data) model, in which large data arrays
are partitioned and distributed among processors, and in
which each processor executes the same program but oper-
ates on distinct data items [11], [13], [30], [31], [38].

Given a sequence of s Do-loops with a general structure,
we want to determine an effective data distribution schema
for executing this sequence of Do-loops. This problem can
be classified into three cases as shown in Fig. 1:

1) a sequence of s Do-loops;
2) a sequence of s Do-loops which are enclosed by an it-

erative loop; and
3) a sequence of s Do-loops with a general structure;

among them, some consecutive Do-loops may be en-
closed by iterative loops, which, again, with adjacent
Do-loops, may be enclosed by other iterative loops,
and so on.

This problem is quite important because many scientific
programs are comprised of a sequence of Do-loops or itera-
tive loops, which may contain other sequences of Do-loops
with a general structure. Thus, a naive data distribution
scheme may result in excessive communication overhead

on distributed memory parallel computers. For instance,
when computing a 2D fast Fourier transform (FFT) for a data
matrix, we calculate a 1D FFT for each row first, and then we
evaluate a 1D FFT for each column. If we adopt a fixed data
distribution throughout the computation on a linear proces-
sor array, it will incur a certain communication overhead due
to the requirement of several “bit-reverse shuffle-exchange”
and “butterfly-pattern” data communications. However, if a
compiler can perform a transpose operation for the matrix
between calculating 1D FFTs for all the rows and 1D FFTs for
all the columns, then no communication operations are re-
quired while each 1D FFT is evaluated. A similar situation
happens while partial differential equations are computed
based on the 3D FFT as included in the NASA/Ames nu-
merical aerodynamics simulation benchmarks.

Data distribution has been one of the most important re-
search topics in parallelizing compilers for distributed mem-
ory parallel computers. Mace first showed theoretically that a
class of dynamic data layout problems for interleaved memory
machines are NP-complete [33]. Anderson and Lam then pre-
sented another formulation of the dynamic data layout prob-
lem which was NP-hard [1]. Kremer also identified that the
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Fig. 1. (a) A sequence of s Do-loops; (b) a sequence of s Do-loops
which are enclosed by an iterative loop; and (c) a sequence of s Do-
loops with a general structure.
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problem of dynamic data remapping (the inter-phase data layout
problem) is NP-complete [23]. Li and Chen, in addition, proved
that the problem of determining an optimal static alignment be-
tween the dimensions of distinct arrays is NP-complete [32].

Thus, in practice, previous parallelizing compiler research
has emphasized allowing programmers to specify the data
distribution using language extensions, such that compilers
can then generate all the communication instructions accord-
ing to these language extensions [3], [34], [42]. For instance, in
High Performance Fortran (HPF), programmers have the obli-
gation to provide TEMPLATE, ALIGN, and DISTRIBUTE di-
rectives to specify data distribution [22]. It is also possible to
use compiler techniques to automatically determine data dis-
tribution of sequential programs on distributed memory sys-
tems. Li and Chen [32] and Gupta and Banerjee [11] formu-
lated the component alignment problem from the whole
source program and used it to determine data distribution.
However, the fixed data distribution schema they derived may
result in a larger communication overhead.

In addition, there have been other research works related
to the compilation of programs on distributed-memory
computers. Knobe et al. [20] and Knobe and Natarajan [21]
provided algorithms for automatic alignment of arrays on
SIMD machines. Chapman et al. [4] adopted Li and Chen’s
component alignment algorithm [32] for handling distrib-
uted data in Vienna Fortran; in addition, Chapman et al. [5]
used a language extension to handle dynamic data distri-
bution. Kremer et al. [25] proposed an automatic data lay-
out strategy which was implemented in their D program-
ming tools. Kremer also developed techniques for using 0-1
integer programming for automatic data layout in the inter-
phase data layout problem [24]. Other papers, which ad-
dressed the problem of determining initial data distribu-
tions or distributions for temporaries, include [6], [7], [39].

Furthermore, Hovland and Ni determined data distri-
bution using augmented data access descriptors [14]. Kalns
et al. suggested a cost model for determining a small set of
appropriate data distribution patterns among many possi-
ble choices [18]. Kalns and Ni proposed techniques for logi-
cal processor mapping that minimizes the total amount of
data that must be communicated among processors [17].
Chen and Sheu [8], Huang and Sadayappan [15], Ramanu-
jam and Sadayappan [35], [36], and Wolf and Lam [40], [41]
determined the data distribution and/or degree of paral-
lelism of a single nested loop based on the hyperplane
method. In addition, Gong et al. [10] and Hudak and Abra-
ham [16] developed compile-time techniques for optimiz-
ing communication overhead.

Like previous works in [11], [32], we will deal with the
whole source program altogether; however, unlike them,
we will deal with each Do-loop independently. Data distri-
bution schema between two Do-loops may be different and
may require some data communication between them. We
found that if compilers adopt the owner computes rule: The
owner of the left-hand side element executes the assignment for
that element, to generate codes running on distributed
memory machines, then data distribution schema deter-
mine both the computation load and the communication
overhead among the processing elements (PEs). Because
data redistribution is expensive, it is a compromise to let

several consecutive Do-loops share a common data distri-
bution scheme. We will show that data redistribution is
necessary for executing a sequence of Do-loops if the com-
munication cost due to performing this sequence of Do-
loops is larger than a threshold value. Based on this obser-
vation, we can prune the searching space and derive dy-
namic programming algorithms which can determine ef-
fective data distribution schema for executing a sequence of
Do-loops having a general structure.

The rest of this paper is organized as follows. In Section 2,
we illustrate techniques for determining data distribution at
compiling time and introduce a primitive dynamic pro-
gramming algorithm for data distribution. In Section 3, we
analyze two tables used and generated by the proposed
dynamic programming algorithm. We prove that data re-
distribution is necessary for executing a sequence of Do-
loops if the communication cost due to performing this se-
quence of Do-loops is larger than a threshold value. In Sec-
tion 4, we propose efficient algorithms for determining data
distribution schema for executing a sequence of Do-loops
having a general structure. In Section 5, we present experi-
mental studies on a 32-node nCUBE-2 computer. Finally,
some concluding remarks are given in Section 6.

2 DETERMINING DATA DISTRIBUTION AT COMPILING
TIME

In this section, we will show how a component alignment
algorithm can be used to determine data distribution. This
method has also been adopted by other researchers [4], [11],
[25], [32]. Because we will generalize previous methods to
deal with a wider class of problems, in the following, we
will describe this method in great detail.

We will first analyze the relationship between left-hand-
side and right-hand-side array subscript reference patterns in
the original sequential program. Based on pattern matching
techniques, in Table 1, we specify communication primitives
used in the SPMD program when right-hand-side objects are
sent to the owner of the left-hand-side objects. These com-
munication primitives were also adopted by [11], [31].

In Table 1, the communication primitive Transfer specifies
that a message be sent from one processor to the other proces-
sor. Shift means a circular shift of data among neighboring proc-
essors along the specified grid dimension. AffineTransform indi-
cates sending data from each processor on the specified grid
dimension(s) to a distinct processor according to an affine trans-
form. OneToManyMulticast represents sending a message to all
processors on the specified dimension(s) of the processor grid.
Reduction stands for reducing data using a simple associative
and commutative operator over all the processors lying on the
specified grid dimension(s). Gather means to receive a message
from each processor lying on the specified grid dimension(s).
Scatter means sending a different message to each processor
lying on the specified grid dimension(s). Finally, ManyToMany-
Multicast represents replication of data from all processors on
the specified grid dimension(s) to themselves.

Readers can find that Case 2 is a special case of Case 3.
There exist algorithms for generating communication sets for
Case 3 [12], [19], [28]. Therefore, in the following, we will say
that two array subscripts have an affinity relation if these
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two subscripts are affine functions of the same (single) in-
dex variable of a Do-loop. As to the costs of Case 6 through
Case 8, they are considerably higher than those of Case 1
through Case 5.

2.1 Determining Alignments of Arrays’ Dimensions
Given a program, we first construct a component affinity
graph from the source program. It is a directed and
weighted graph, whose nodes represent dimensions
(components) of arrays, and whose edges specify affinity
relations between nodes. Two dimensions of arrays are said
to have an affinity relation if two subscripts of these two
dimensions are affine functions of the same (single) index
variable of a Do-loop as shown in Case 3 of Table 1. Edges
are defined in two ways. First, if the subscripts of the di-
mensions of the array (or matrix) on the left-hand-side of
“=” have affinity relations with the subscripts of the dimen-
sions of the array(s) on the right-hand-side of “=”, then
there are edges between corresponding pairs of dimen-
sions. Second, if two right-hand-side arrays (or matrices)
are the corresponding two operands of a binary operator,
and, if some pairs of subscripts of dimensions of these two
arrays have affinity relations, and, if, in addition, none of
the subscripts in these two arrays have affinity relations
with those of the left-hand-side array (or matrix), then there
are edges between corresponding pairs of dimensions of
these two arrays.

The weight with an edge is equal to the communication
cost and is necessary if two dimensions of arrays are distrib-
uted along different dimensions of the processor grid. The
direction of an edge specifies the direction of the data com-
munication according to the “owner computes” rule. The
component alignment problem is defined as partitioning the
node set of the component affinity graph into q disjointed
subsets (q is the dimension of the abstract target grid and
may be larger than the dimension of the physical target grid),
so that the total weight of the edges across nodes in different
subsets is minimized, with the restriction that no two nodes
corresponding to the same array are in the same subset.

Although the component alignment problem is NP-
complete, Li and Chen have proposed an efficient heuristic
algorithm [32]. In this paper, when dealing with component
alignment problems, we adopt Li and Chen’s heuristic al-
gorithm by regarding our directed component affinity
graphs as being undirected. The directions of edges, which
indicate parent-child relations, can be used to determine
block sizes of data distribution so that communication sets
can be represented by closed forms [29]. The directions of
edges also are used in a code-generation phase and will be
used to determine the direction of the data communication
according to the owner computes rule. For completeness, in
Fig. 2, we present a very brief version of the component
alignment algorithm; however, interested readers can refer
to the original paper for details about this method [32].

TABLE 1
COMMUNICATION PRIMITIVES USED IN THE SPMD PROGRAM

WHEN LEFT-HAND-SIDE AND RIGHT-HAND-SIDE ARRAY SUBSCRIPTS HAVE CERTAIN SPECIFIC PATTERNS

i and j are loop indexing variables; c, c1, and c2 are constants at compiling time; “unknown” means that the value is unknown at compiling time; f1(i) and f2(i)
are two affine functions of the form s1 * i + c1 and s2 * i + c2, respectively; f3(i) amd f4(j) are two functions of i and j, respectively. The parameter m denotes the
message size in words; seq is a sequence of identifiers representing the processors in various dimensions over which the collective communication primitive is
carried out. The function num applied to such a sequence simply returns the total number of processors involved.

Fig. 2. Heuristic component alignment algorithm.
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The above-mentioned q disjointed subsets is used to de-
termine data distributions for all data arrays. For each sub-
set, all matched nodes (dimensions of arrays) are assigned
the same data distribution, such as block, cyclic, block-cyclic
(cyclic(b)), replicated (the data array is replicated across
processors), or not distributed (the data array is stored in a
specific processor) [11], [27].

There are two oracles to help decide the block size b. The
load balance oracle suggests using cyclic (cyclic(1)) distribu-
tion if the iteration space is a pyramid (such as the iteration
space of an LU decomposition), a triangle (such as the itera-
tion space of a triangular linear system), or any other non-
rectangular space. The communication oracle emphasizes not
making the block size too small; otherwise, it will incur a
high communication overhead and a high indexing over-
head. These two oracles, unfortunately, are inconsistent.

Based on cyclic(b) distribution, we can, however, formu-
late the total execution time from the SPMD program which
includes both the computation time and the communication
time [28]. The total execution time T is a function of the
problem size m, the number of PEs N, and the block size b.
When the problem size m and the number of PEs N are
fixed, the optimal execution time can be obtained by re-
quiring that ∂

∂
T
b = 0 or by substituting all possible b into the

formula. Alternatively, compilers may include a knowledge
base, which contains an analytical model and certain expe-
rienced data distributions, which can help determine the
grain and granularity of execution space [2].

2.2 Determining Whether Data Redistribution is
Necessary

Like the case of computing a 2D FFT as mentioned in Sec-
tion 1, it is reasonable to assume that the optimal data dis-
tributions for single Do-loops may be different from one
another in a sequence of Do-loops which perform compu-
tation-intensive scientific applications. In the following, we
will introduce a dynamic programming algorithm to de-
termine whether data redistribution is necessary.

Suppose that a program contains s Do-loops, L1, L2, º,
Ls, in sequence as shown in Fig. 1a. Let Mi,j be the cost of
computing the sequence of Do-loops Li, Li+1, º, Li+j-1 using
the component-alignment algorithm, and let Pi,j be the dis-
tribution scheme, for 1 £ i £ s and 1 £ j £ s - i + 1. Define Ti,j
as the cost of computing the sequence of Do-loops L1, L2, º,
Li+j-1 with the restriction that it uses the distribution scheme
Pi,j to compute Do-loops Li, Li+1, º, Li+j-1. Thus, the final
data distribution scheme after computing Ti,j is Pi,j. Initially,
T1,j is equal to M1,j. cost(Pi-k,,k, Pi,j) returns the communica-
tion cost of changing data layouts from Pi-k,k to Pi,j.

Algorithm 1: A dynamic programming algorithm for com-
puting the cost of the data distribution schema for execut-
ing a sequence of s Do-loops on distributed memory com-
puters is presented.

Input: Mi,j, Pi,j, and T1,i (= M1,i), where 1 £ i £ s and 1 £ j £ s -
            i + 1.
Output: The cost of executing s Do-loops on distributed
memory computers.

1) for i := 2 to s do
2)         for j := 1 to s - i + 1 do

3)                Ti,j := MIN1£k<i{Ti-k,k + Mi,j + cost(Pi-k,k, Pi,j)};
4) end_for end_for
5) Minimum_Cost := MIN1£k£s{Ts-k+1,k}.

If a sequence of s Do-loops is enclosed by an iterative
loop as shown in Fig. 1b, then line 5 in Algorithm 1 can be
modified in the following as Algorithm 1¢:

5')  Minimum_Cost¢ := MIN1£k£s{Ts-k+1,k +
                                  loop_carried_dependence(Ts-k+1,k)},

where loop_carried_dependence(Ts-k+1,k) returns the communica-
tion cost incurred by the loop-carried dependence. For exam-
ple, in an iterative loop, if a sequence of distribution schema

P Pl m l m1 1 2 2, ,, , K and Ps-k+1,k are used in computing Ts-k+1,k,

then loop_carried_dependence(Ts-k+1,k) returns the communica-

tion cost of changing the data layouts from Ps-k+1,k to Pl m1 1, .

Algorithm 1 (and Algorithm 1¢) can be regarded as
finding a single-source shortest path in a weighted graph.
In this weighted graph, there are two virtual nodes and
s s( )+1

2  physical nodes. Two virtual nodes include one source

and one sink. s s( )+1
2  physical nodes ni,j are numbered as i

and j, where 1 £ i £ s and 1 £ j £ s - i + 1. The node weight,
edges, and edge weight of this graph are defined as follows.

1) The weight of each of two virtual nodes is zero.
2) The weight of node ni,j is Mi,j.
3) The source has s edges connected to nodes n1,j, and

the weight of each of these edges is zero, for 1 £ j £ s,
respectively.

4) The sink, which also has s edges, is connected by
nodes ni,(s-i+1), and the weight of each of these edges is
also zero, for 1 £ i £ s, respectively. Also,

5) node ni,j has s - (i + j) + 1 edges connected to nodes n(i+j),k,
and the weight of each of these edges is cost(Pi,j, P(i+j),k),
for (i + j) £ s and 1 £ k £ s - (i + j) + 1, respectively.

Then, Algorithm 1 is equivalent to finding the shortest path
from source to sink such that the sum of the node weight
and edge weight in each of these paths is a minimum. Fig. 3
shows the corresponding single-source shortest path prob-
lem for s = 5.

Fig. 3. The corresponding single-source shortest path problem for s = 5.
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Fig. 4. The sample program.

Fig. 5. The component affinity graphs and the corresponding component alignment for various consecutive loops.

The sequence of data distribution schema obtained from
Algorithm 1 is at least as good as any static data distribu-
tion scheme because the cost of any static data distribution

scheme is equal to T1,s. We now briefly analyze Algorithm 1.
The time complexity of this dynamic programming algo-
rithm is O(s3). However, before applying this dynamic pro-
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gramming algorithm, we need to compute s(s + 1)/2 com-
ponent alignment problems for the consecutive Do-loops Li,
Li+1, º, Li+j-1, where 1 £ i, j £ i + j - 1 £ s.

It is instructive to compare our method with the one in
[25]. In [25], the authors first explored several possible data
layouts for each program phase, and they then defined the
communication cost between candidate data layouts of ad-
jacent phases. The problem of finding dynamic data layouts
for the entire program is, thus, also reduced to a single-
source shortest path problem. However, they did not show
how to decide the length of each program phase. In our
experience, the communication overhead due to component
alignments of mismatched arrays is much higher than the
communication overhead due to selecting a different block
size from cyclic(b). The way to choose a block size b can be
determined by an analytical model or by certain experi-
enced data distributions. If b1 is close to b2, the difference
between cyclic(b1) and cyclic(b2) is not significant. Thus, if
each program phase has only one data layout, then their
method corresponds to the leftmost path in our solution
space (as shown in Fig. 3).

2.3 An Example
In the following, we will use a complete example to illustrate
how the above dynamic programming algorithm can be ap-
plied to determine data distribution. Suppose that the prob-
lem size is m, and that the number of PEs used is N. Consider
the program in Fig. 4, which will be executed on a linear
processor array. Let line 2 to line 6 be loop L1, line 7 to line 19
be loop L2, line 20 to line 24 be loop L3, line 25 to line 37 be
loop L4, and line 38 to line 41 be loop L5. The component af-
finity graphs and the corresponding component alignment of
the loops from Li to Lj, where 1 £ i £ j £ 5, are shown in Fig. 5.
The weight of an edge is defined as follows. Because the to-
pology of our target machine is a linear array, if the corre-
sponding array’s dimensionality on the tail of an edge is 1,
then the weight of that edge is defined as ManyToManyMul-
ticast(m/N, {N PEs}). If the corresponding array’s dimension-
ality on the tail of an edge is two, then the weight of that edge
is defined as ManyToManyMulticast(m2/N, {N PEs}).

Suppose that the average time of computing a floating
point operation is tf, and that the average time of transfer-
ring a word is tc. Then, depending on whether matrix A is
distributed row by row or distributed column by column,
Table 2 shows the approximate computation time and the

TABLE 2
COMPUTATION TIME AND COMMUNICATION TIME FOR VARIOUS CONSECUTIVE LOOPS

TABLE 3
DATA DISTRIBUTIONS FOR VARIOUS CONSECUTIVE LOOPS
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communication time of executing various consecutive
loops, where certain cost coefficients are defined below:

K = MAX_ITERATION C1 = m * tc

Ca = (4m / N) * tf C2 = K * C1

Cb = 4m * tf C3 = m2 * tc

Cc = (m2 / N) * tf C4 = C2 + C3

Cd = m2 * tf C5 = K * C3

Ce = K * ((5m2 + 3m) / N) * tf C6 = 3m * tc

Cf = K * (2m2 + (3m2/N) + 3m) * tf C7 = K * (m2 + 2m * (log

                                                                      N) + m) * tc}.

Data distributions are determined based on choosing a
smaller total execution time. Table 3 lists the data distribu-
tion functions of each data array for various consecutive
loops. As the iteration space is rectangular, to keep load
balance and avoid calculating the index overhead, “block”
distributions are chosen for all array dimensions. The data
distribution function fX(i) = p means that the entry i of the
one-dimensional data array X, X(i), is stored in PE p. The
data distribution function fA(i, j) = p means that the entry (i, j)
of the two-dimensional data matrix A, A(i, j), is stored in PE p.

Suppose that the cost of performing a matrix transpose
operation based on the cascade sum algorithm [9], CT, is

(m2/N) * (log N) * tc; in addition, CT is very small in compari-

son to C7 and C6 < CT < C7. Then, Mi,j, Ti,j, and the expected
execution time required to compute the sequence of s (= 5)

Do-loops can be solved by Algorithm 1 as shown in Table 4.
From Table 4, based on Algorithm 1, in total, Cb + 2Cc +

2Ce + C1 + 2C2 + C6 + CT time is required to execute an it-

eration of the outermost loop. In addition, (P1,2, P3,3) is a
candidate sequence of the data distribution schema for an
outermost iteration. That is, first, data layouts between L1

and L2 are not changed; next, a matrix transpose operation

for matrix A is necessary before executing L3; then data lay-

outs between L3, L4, and L5 are not changed. However, un-
der this sequence of data layouts, another matrix transpose
operation for matrix AT, which requires CT communication
time, is necessary before the next iteration.

Alternatively, based on Algorithm 1¢, in total, Ca + 2Cc +

2Ce + 2C2 + 2CT time is required to execute an iteration of

the outermost loop. In addition, (P1,2, P3,2, P5,1) is a candi-
date sequence of the data distribution schema for an out-
ermost iteration. That is, first, data layouts between L1 and

L2 are not changed; next, a matrix transpose operation for

matrix A is necessary before executing L3; then, data layouts

between L3 and L4 are not changed; after that, another ma-

trix transpose operation for matrix AT is necessary before

executing L5. This result is better than that of Algorithm 1
because no data communication is necessary for transfer-
ring data layouts from P5,1 to P1,2.

TABLE 4
APPLY ALGORITHM 1 AND ALGORITHM 1¢ TO THE SAMPLE PROGRAM

The values of Mij and Tij are represented by Greek letters and will be used again in Table 5.
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2.4 More Details about Data Distribution
This subsection could appear immediately after introducing
Algorithm 1; however, we think that it is more appropriate to
present an example first. In this subsection, we will describe
the data distribution for each data array in Pi,j in detail.

As readers can see from Fig. 5, the component affinity
graph and the corresponding component alignment for
each Do-loop only deal with data arrays which are used in
that Do-loop. Therefore, if a data array is used in Li, Li+1, º,
Li+j-1, then its data distribution can be determined based on
the results derived by the component alignment algorithm
and is defined in Pi,j. However, if a data array is not used in
Li, Li+1, º, Li+j-1, then, after applying the component align-
ment algorithm, its data distribution in Pi,j is not defined. In
the following, we use a heuristic method to assign a data
distribution in Pi,j for each data array if this data array is
not used in Li, Li+1, º, Li+j-1.

This heuristic method includes two phases. The first
phase is applied during constructing of the (Pi,j)-table. Sup-
pose that a data array is not used in the first e - 1 Do-loops,
and that it is used in the eth Do-loop, for e > 1. First, we
implicitly assume that its data distribution while comput-
ing the first e - 1 Do-loops is the same as that defined in the
eth Do-loop. Therefore, if i + j - 1 < e, then the data distri-
bution in Pi,j for this data array is defined as being the same
as the one defined in Pe,1. Second, if this data array is not
used in a Do-loop, we also implicitly assume that its data
distribution is not changed during the computation. There-
fore, if i > e and this data array is not used in Li, Li+1, º, Li+j-1,
then the data distribution in Pi,j for this data array is defined
as being the same as the one defined in P(i-1),1. For instance,
suppose that in the first three Do-loops, a data array is only
used in the second Do-loop. Then, its data distribution while
computing the first Do-loop and the third Do-loop is the
same as that defined in the second Do-loop.

The second phase is applied after performing Algorithm 1.
After performing Algorithm 1, we have found a sequence
of distribution schema P P Pl m l m l mx x1 1 2 2, ,, , ,K , for comput-

ing a sequence of s Do-loops. Suppose that a data array is
first used in L L L

f f f fl l l m, , ,+ + -1 1K ; then, its data distribu-

tion in P
f fl m,  is determined based on the results derived by

the component alignment algorithm. First, for i < f, this data
array is not used in L L L

i i i il l l m, , ,+ + -1 1K ; thus, we can let

its data distribution in P
i il m,  be the same as that defined in

P
f fl m, . Second, for i > f, if this data array is not used in

L L L
i i i il l l m, , ,+ + -1 1K , then its data distribution in P

i il m,  is

defined as being the same as that defined in P
i il m- -1 1, .

For instance, if we adopt (P1,2, P3,3) as the sequence of data
distribution schema for computing the sample program, al-
though data arrays B and C are not used in L3, L4, and L5,
their data distributions while computing L3, L4, and L5 are the
same as those defined in the first two Do-loops. Similarly,
although data arrays XD, YD, Y, U, and V are not used in L1
and L2, their data distributions while computing L1 and L2 are
the same as those defined in the last three Do-loops.

3 BEHAVIOR OF THE (Mi,j)-TABLE AND (Ti,j)-TABLE

We will now analyze the behavior of the (Mi,j)-table and
(Ti,j)-table. We have found that Mi,(g+1) ≥ Mi,g and Ti,(g+1) ≥ Ti,g,
for 1 £ g < s - i + 1. We define THRESHOLD as a value that
is equal to four times the maximal communication cost
between any two distribution schema. The reason why we
define THRESHOLD as this value will be made clear in
Theorem 2 and will be discussed again in Section 3.2.

3.1 Main Theorems
We want to show that if Mi,(g+1) > (Mi,b + M(i+b),(g-b+1) +
THRESHOLD), for some b where 1 £ b < g  + 1, then it is
better to use three distribution schema Pi,b, P(i+b),(g-b+1), and
P(i+g+1),(j-g-1) to compute the sequence of Do-loops Li, Li+1, º,
Li+j-1, than to use only one distribution scheme Pi,j for g  + 1
< j £ s - i + 1. Therefore, we need not compute Mi,j. Based
on this observation, we can show that Ti,(g+1) > T(i+b),(g-b+1)
and Ti,j > T(i+g+1),(j-g-1). Therefore, we need not compute Ti,j,
for g  + 1 £ j £ s - i + 1.

THEOREM 1. If Mi,(g+1) > Mi,b + M(i+b),(g-b+1) + THRESHOLD, for
some b where 1 £ b < g  + 1, then the following three cases
are true for g  + 1 < j £ s - i + 1.

1) Mi,j > Mi,b + M(i+b),(g-b+1) + M(i+g+1),(j-g-1) + cost(Pi,b,
                 P(i+b),(g-b+1)) + cost(P(i+b),(g-b+1), P(i+g+1),(j-g-1));

2) Ti,(g+1) > T(i+b),(g-b+1);
3) Ti,j > T(i+g+1),(j-g-1).

PROOF.

1) Consider the computation of Do-loops Li, Li+1, º,
L(i+b-1), L(i+b), º, L(i+g), L(i+g+1), º, Li+j-1. Let cost_d1 be
the cost of computing the sequence of Do-loops Li,
Li+1, º, L(i+g) using the distribution scheme Pi,j.
Then, cost_d1 is at least as large as Mi,(g+1). Thus,
cost_d1 > Mi,b + M(i+b),(g-b+1) + THRESHOLD. Let
cost_d2 be the cost of computing the sequence of
Do-loops L(i+g+1), º, Li+j-1 using the distribution
scheme Pi,j. Then, cost_d2 is at least as large as
M(i+g+1),(j-g-1). Therefore,
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3) Let cost_d1 and cost_d2 be the same as those defined
in the first case. Then,
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Under the condition in Theorem 1, we can further prove
that it is better to use several distribution schema to com-
pute the sequence of Do-loops, Li-a, Li-a+1, º, Li+j-1, than to
use only one distribution scheme P(i-a),(j+a), for 1 £ a < i and
g  +1 £ j £ s - i + 1. Therefore, we need not compute M(i-a),(j+a).
Based on this observation, we can show that T(i-a),(g+1+a) >
T(i+b),(g-b+1) and T(i-a),(j+a) > T(i+g+1),(j-g-1), for 1 £ a < i and 1 £
b < g  + 1 < j £ s - i + 1. Therefore, we need not compute
T(i-a),(j+a), for 1 £ a < i and g  + 1 £ j £ s - i + 1.

THEOREM 2. If Mi,(g+1) > Mi,b + M(i+b),(g-b+1) + THRESHOLD, for
some b where 1 £ b < g  + 1, then the following four cases
are true for 1 £ a < i and g  + 1 < j £ s - i + 1.

1) M(i-a),(g+1+a) > M(i-a),a + Mi,b + M(i+b),(g-b+1) + cost(P(i-a),a,
                       Pi,b) + cost(Pi,b, P(i+b),(g-b+1));

2) M(i-a),(j+a) > M(i-a),a + Mi,b + M(i+b),(g-b+1) + M(i+g+1),(j-g-1)
                  + cost(P(i-a),a, Pi,b) + cost(Pi,b, P(i+b),(g-b+1)) +
                     cost(P(i+b),(g-b+1), P(i+g+1),(j-g-1));

3) T(i-a),(g+1+a) > T(i+b),(g-b+1);
4) T(i-a),(j+a) > T(i+g+1),(j-g-1).

PROOF. We will only prove the fourth case in this presenta-
tion; the other cases can be dealt with using a similar
technique. T(i-a),(j+a) is the cost of computing the se-
quence of Do-loops L1, L2, º, Li-a-1, Li-a, º, Li-1, Li,
Li+1, º, L(i+b-1), L(i+b), º, L(i+g), and L(i+g+1), º, Li+j-1
with the restriction that it uses the distribution
scheme P(i-a),(j+a) to compute Do-loops Li-a, Li-a+1, º,
Li+j-1. Let cost_d3 be the cost of computing the se-
quence of Do-loops Li-a, Li-a+1, º, Li-1 using the dis-
tribution scheme P(i-a),(j+a). Then, cost_d3 is at least as
large as M(i-a),a. Let cost_d4 be the cost of computing
the sequence of Do-loops Li, Li+1, º, L(i+g) using the
distribution scheme P(i-a),(j+a). Then, cost_d4 is at least
as large as Mi,(g+1). Thus, cost_d4 > Mi,b + M(i+b),(g-b+1) +
THRESHOLD. Let cost_d5 be the cost of computing the
sequence of Do-loops L(i+g+1), º, Li+j-1 using the distri-
bution scheme P(i-a),(j+a). Then, cost_d5 is at least as
large as M(i+g+1),(j-g-1). Therefore,
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From Theorem 2, condition 4, it is clear why THRESHOLD
is chosen to be equal to four times the maximal communi-
cation cost between any two distribution schema. Note that
Theorems 1, condition 1, 1, condition 2, and 2, condition 1
(and 1, condition 3, 2, condition 2, and 2, condition 3) will
be true when THRESHOLD is only equal to two times (and
three times, respectively) the maximal communication cost
between any two distribution schema. Theorem 1 and
Theorem 2 also suggest a sequence for computing (Mi,j)-
table and (Ti,j)-table as shown in Fig. 6. For instance, if M3,2
> (M3,1 + M4,1 + a threshold value), then from Theorem 1,
condition 1, we need not compute M3,3; from Theorem 1,
condition 2, we need not compute T3,2; from Theorem 1,
condition 3, we need not compute T3,3; from Theorem 2,
condition 1, we need not compute M2,3 and M1,4; from
Theorem 2, condition 2, we need not compute M2,4 and
M1,5; from Theorem 2, condition 3, we need not compute
T2,3 and T1,4; and from Theorem 2, condition 4, we need not
compute T2,4 and T1,5.

Fig. 6. A sequence for computing (Mi,j)-table and (Ti,j)-table.

3.2 A Heuristic Method for Choosing a Threshold
Value

If a data matrix or a data array is generated and used
within more than one Do-loop, it may require a certain
communication cost while executing these two Do-
loops. For a 2D data matrix, the communication cost of
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a transpose operation is CT. For a 1D data array, the com-
munication cost of a data redistribution operation is
bounded by m * tc, where m is the problem size. Therefore,
THRESHOLD

A C

B m t

T
A

c
B

=

* +

* *
"

"

Â
Â

min ,

min , ,

4

4

 No.  of Do - loops where matrix  appears

 No.  of Do - loops where array  appears
 matrix 

 array 

m r

m r

where each data matrix or each data array appears within
at least two Do-loops. The constant 4 in the above formula
is used because THRESHOLD is bounded by four times the
maximal communication cost between any two distribution
schema.

For example, in the sample program, matrix A appears
within five Do-loops, each of arrays X and Y appears within
three Do-loops, and each of other matrices and arrays only
appears once in some Do-loop. Therefore, THRESHOLD
can be chosen as 4 * CT + 2 * (3 * m * tc).

4 EFFICIENT ALGORITHMS FOR DATA DISTRIBUTION

Based on Theorem 1 and Theorem 2, we can improve Algo-
rithm 1 to deal with three cases as shown in Fig. 1.

4.1 The Case when a Program Segment Contains a
Sequence of s Do-Loops

This section discusses the first two cases shown in Fig. 1a
and Fig. 1b. Let gi be the minimum integer such that

M M M THRESHOLDi i ii i,( ) , ( ),( )g b b g b+ + - +> + +1 1  for some b

where 1 £ b £ gi £ s - i + 1. Note that, for the boundary cases

when gi = s - i + 1 or b = s - i + 1, we define dummy values

Mi,s-i+2, Ms+1,1, and M(i+b),(s-i-b+2), so that the above assump-

tion is satisfied. Let g  be the maximal value among gi, for 1 £ i

£ s. For example, g  = max1 £ i £ s{gi}.

Algorithm 2: A new dynamic programming algorithm for
computing the cost of the data distribution schema for exe-
cuting a sequence of s Do-loops on distributed memory
computers is presented.

Input: Mi,j, Pi,j, and gi, where 1 £ i £ s and 1 £ j £ gi; T1,j (=
M1,j), where 1 £ j £ g1; and g.

Output: The cost of executing s Do-loops on distributed
memory computers.

1) for i := 2 to s do
2)          for j := 1 to gi do
3)                Ti,j := MIN1£k<min{i,g+1}{Ti-k,k + Mi,j + cost(Pi-k,k,

                                                        Pi,j), if k £ gi-k};
4) end_for end_for
5) Minimum_Cost := MIN1£k£g {Ts-k+1,k, if k £ gs-k+1}.

If a sequence of s Do-loops is enclosed by an iterative
loop, then line 5 in Algorithm 2 can be modified below as
Algorithm 2¢:

5')  Minimum_Cost¢ := MIN1£k£g {Ts-k+1,k +
                    loop_carried_dependence(Ts-k+1,k), if k £ gs-k+1}.

We will now analyze Algorithm 2. The time complexity
of this new dynamic programming algorithm is

O i
i

s

g g g
=
Â
F
HG

I
KJ +

F
HG

I
KJ2

,

which is bounded by O(sg 2). In addition, before applying
Algorithm 2, we need to compute at most g1 + g2 + � + gs + s
component alignment problems for the consecutive Do-
loops Li, Li+1, º, Li+j-1, where 1 £ i £ s and 1 £ j £ gi + 1. The

TABLE 5
APPLY ALGORITHM 2 AND ALGORITHM 2¢ TO THE SAMPLE PROGRAM
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total number of component alignment problems computed
is, thus, no more than s(g  + 1).

Table 5 shows a complete example by applying Algo-
rithm 2 to the sample program mentioned in Section 2.3 for
determining data distribution. In this example, we let
THRESHOLD be 4 * CT + 6 * m * tc, and we also assume that

4 * CT + 6 * m * tc is very small in comparison with C7 (= K *
(m2 + 2m * (log N) + m) * tc). Thus, g1 = 3; g2 = 2; g3 = 3; g4 = 2;

g 5 = 1; and g = 3. We can see that the result computed from
Algorithm 2 is the same as that computed from Algorithm 1.
However, the computation for M1,4; M1,5; M2,4; T1,4; T1,5; T2,3;

and T2,4 is saved. In addition, the computation for T5,1 and
Minimum_Cost is simplified.

4.2 The Case when a Program Segment Contains s
Do-Loops with a General Structure

This section discusses the most general case as shown in
Fig. 1c. In general, some Do-loops in a sequence of Do-
loops may be iterative loops which contain other sequences
of Do-loops with a general structure. In other words, some
consecutive Do-loops may be enclosed by iterative loops
which, again, with adjacent Do-loops, may be enclosed by
other iterative loops, and so on. This enclosure relation can
be naturally represented by trees (or a forest). A Do-loop
may be a simple Do-loop or an iterative loop. Suppose that
an iterative loop encloses at least two Do-loops. Then, sim-
ple Do-loops are leaf nodes in the trees, and iterative loops
are internal nodes in the trees. If v Do-loops are immedi-
ately enclosed by an iterative loop, then this iterative loop is
the parent node of these v Do-loops, and these v Do-loops
are the v corresponding child nodes of this iterative loop.

For instance, in the sample program mentioned in Sec-
tion 2.3, Do-loops L1, L2, L3, L4, and L5 are five child nodes of
the outermost iterative loop. If we further elaborate the
sample program, we can see that Do-loops L2 and L4 are
two iterative loops, and that each of them contains three
small Do-loops. L2 contains L2,1, which is from line 8 to line
12; L2,2, which is from line 13 to line 16; and L2,3, which is
from line 17 to line 19. L4 contains L4,1, which is from line 26
to line 30; L4,2, which is from line 31 to line 34; and L4,3,
which is from line 35 to line 37. Fig. 7 shows the family tree
of the sample program. For convenience, we will say that
L1, L2, L3, L4, and L5 are the first-level Do-loops in the outer-
most iterative loop; in addition, they are siblings in this tree
representation. Similarly, L2,1, L2,2, and L2,3 are the first-level
Do-loops in L2, and they are siblings; L4,1, L4,2, and L4,3 are
the first-level Do-loops in L4, and they are siblings.

Algorithm 3: An algorithm for computing the cost of the
data distribution schema for executing a program segment

which contains a sequence of s simple Do-loops with a general
structure on distributed memory computers is constructed.

Input: A program segment which contains a sequence of s
simple Do-loops with a general structure.

Output: The cost of executing this sequence of Do-loops on
distributed memory computers.

1) Suppose that there are y(s) first-level Do-loops in this
input program segment;

2) scan these y(s) first-level Do-loops one by one, while
there exists an iterative loop, Ls, which contains a se-
quence of w simple Do-loops: Ls 1, Ls 2, º, Ls w, with a
general structure, do recursively apply Algorithm 3 to
the iterative loop Ls;

3) construct (Mi,j)-table, (Pi,j)-table, gi, and g for these y(s)
first-level Do-loops, where 1 £ i £ y(s), 1 £ j £ gi £ y(s)
- i + 1, and g = max1£i£y(s){gi};

4) apply Algorithm 2 to these y(s) first-level Do-loops,
and multiply the number of iterations by the resulting
sequence of distribution schema to obtain their
weight.

We will now briefly illustrate Algorithm 3. The first
three steps in Algorithm 3 are quite straightforward; in the
following, we will only explain the fourth step. We notice
that, after applying Algorithm 2¢ to an iterative loop, if the
resulting sequence of distribution schema contains more
than one distribution scheme, then these distribution
schema cannot be combined with any other distribution
scheme in the sequel. For convenience, we use a dummy
distribution scheme to represent the resulting distribution
schema in the following. However, if there is only one dis-
tribution scheme obtained from Algorithm 2¢, then this dis-
tribution scheme may be combined with schema obtained
from adjacent Do-loops.

We will now use the sample program again to go
through Algorithm 3. First, because the sample program
contains one iterative loop, Algorithm 3 recursively calls
itself to handle this iterative loop. Then, because the outer-
most iterative loop contains five Do-loops, L1, L2, L3, L4, and
L5, it (Algorithm 3) scans these five Do-loops one by one.
Since L2 and L4 are iterative loops, it recursively applies
itself to these two loops. When dealing with L2, because L2,1,
L2,2, and L2,3 are simple Do-loops, it constructs (Mi,j)-table,
(Pi,j)-table, gi, and g for these three Do-loops, where 1 £ i £ 3;
1 £ j £ gi £ 3 - i + 1; g1 = 3; g2 = 2; g3 = 1; and g = 3. After that,
it can apply Algorithm 2¢ to L2 and obtain a single data dis-
tribution scheme which illustrates that matrix A is distrib-
uted row by row as mentioned in Table 2. Similarly, when
dealing with L4, because L4,1, L4,2, and L4,3 are simple Do-
loops, it constructs (Mi,j)-table, (Pi,j)-table, gi, and g  for these
three Do-loops, where 1 £ i £ 3; 1 £ j £ gi £ 3 - i + 1; g1 = 3;
g2 = 2; g3 = 1; and g  = 3. After that, it can apply Algorithm 2¢
to L4 and obtain a single data distribution scheme which
illustrates that matrix A is distributed column by column as
also mentioned in Table 2.

After handling L2 and L4 (both of which are iterative
loops), Algorithm 3 constructs (Mi,j)-table, (Pi,j)-table, gi, and
g  for the five Do-loops, L1, L2, L3, L4, and L5, where 1 £ i £ 5;
1 £ j £ gi £ 5 - i + 1; g1 = 3; g2 = 2; g3 = 3; g4 = 2; g 5 = 1; and
g = 3. It then applies Algorithm 2¢ to these five first-levelFig. 7. The family tree of the sample program.
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Do-loops and obtains a sequence of three data distribution
schema as shown in Section 2.3. Then, it returns to Algo-
rithm 3. Because there is only one outermost iterative loop
in the sample program whose data distribution schema
have been obtained, Step 3 and Step 4 in Algorithm 3 are
not applied in this case.

We will now analyze the time complexity of Algorithm 3.
Suppose that a sequence of s simple Do-loops with a gen-
eral structure is enclosed by y(s) disjointed first-level itera-
tive loops or simple Do-loops, and, in addition, that the ith
iterative loop contains si simple Do-loops with a general

structure. Then, s sii

s
=

=Â 1

y ( )
. We will first analyze how

many component alignment problems are required to be
computed in Algorithm 3. Based on the analysis of Algo-
rithm 2, if an iterative loop contains s simple Do-loops, it
requires computing O(sg) component alignment problems.
Therefore, from Step 3 of Algorithm 3, we can formulate the
recursive formula of the number of component alignment
problems that must be computed in Algorithm 3 as follows:

C

C s C s O s s sii

s
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s

1 1

1 1

a f
a f c h a fc ha f a f

=

= + =

R
S|
T| = =Â Â

;

, .y g
y y

where 

This recursion formula is similar to the one that counts the
number of nodes in an arbitrary tree in which each internal
node has at least two child nodes, and is bounded by the order
of the number of its leaf nodes. Therefore, C(s) is bounded by
O(sg); in addition, the constant factor is less than 2.

We will now analyze the other computation time re-
quired for Algorithm 3. First, based on the analysis of Algo-
rithm 2, if an iterative loop contains s simple Do-loops, Al-
gorithm 2 can deal with this iterative loop within O(sg 2)
time units. Therefore, from Step 4 of Algorithm 3, the recur-
sion formula of the other computation time T(s) can be for-
mulated as follows:

T

T s T s O s s sii

s
ii

s

1 1
2

1 1

a f
a f c h a fe ja f

=

= + =

R
S|
T| = =Â Â

;

, .
( )

y g
y y

where 

Similar to computing C(s), T(s) is bounded by O(sg 2).

5 EXPERIMENTAL STUDIES

In this section, we will present experimental studies and
show why it is important to determine whether data redis-
tribution is necessary. The target machine we used was a
32-node nCUBE-2 computer located at Academia Sinica. In
this computer, each node has four megabytes of memory,
runs at a modest clock rate of 20 MHz, and is rated at 7.5
MIPS (Million Instructions Per Second) and 3.5 MFLOPS
(Million FLOating-point operations Per Second) in single
precision arithmetic.

5.1 The Sample Program
Table 6 lists experimental results for implementing the
sample application in Section 2.3 with various problem
sizes. In this experimental study, we implemented two ver-
sions of parallel programs:

1) one based on a dynamic data distribution scheme;
2) one based on a static data distribution scheme.

We let the constant OUT_ITERATION = 10 and the constant
MAX_ITERATION = 20 * log m, where m is the problem size.
Experimental results show that the proposed dynamic data
distribution scheme outperformed a static data distribution
scheme. Note that the computation time of these two parallel
algorithms was not exactly the same because the second al-
gorithm, which implements several message-passing data
communication operations during the computation, requires
more indexing operations than does the first algorithm,
which is based on the original sequential computation.

5.2 Two-Dimensional Fast Fourier Transform
(2D FFT)

In this experimental study, we implemented a 2D FFT, im-
mediately followed by an inverse 2D FFT using the con-
ventional row-column method. Therefore, the input data
matrix was equal to the output data matrix. This program
contains four loops:

L1: loop 1 performs a 1D FFT for each row;
L2: loop 2 evaluates a 1D FFT for each column;
L3: loop 3 calculates an inverse 1D FFT for each column;

and

TABLE 6
THE SIMULATION TIME, “EXECUTION TIME (COMMUNICATION TIME),”

FOR SOLVING THE SAMPLE PROGRAM IS EXPRESSED IN UNITS OF SECONDS:
1) BASED ON A DYNAMIC DATA DISTRIBUTION SCHEME; 2) BASED ON A STATIC DATA DISTRIBUTION SCHEME

(The net computation time) = (execution time) - (communication time).
“****” means “not implemented” because of memory limitations.
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L4: loop 4 computes an inverse 1D FFT for each row.

Table 7 shows the approximate computation time and
communication time of these four loops depending on
whether the input data matrix A is distributed row by row
or distributed column by column. A static data distribution
scheme which distributes data either row by row or column
by column will incur a 2Ch communication overhead due to
the requirement of several “bit-reverse shuffle-exchange”
and “butterfly-pattern” data communications, where Ch = 2
* (m2/N) * (log N) * tc. However, Ch > CT, where CT is the
cost of performing a matrix transpose operation; thus, by
applying our algorithms, we can show that data redistribu-
tion is required between L1 and L2, and between L3 and L4.
Table 8 lists the experimental results of implementing this
2D FFT program based on both a dynamic data distribution
scheme and a static data distribution scheme. The experi-
mental results also show that using the above mentioned
dynamic data distribution scheme is better than using a
static data distribution scheme.

5.3 Two-Dimensional Heat Equation
In this experimental study, we implemented a 2D heat
equation using the alternative direction implicit (ADI)
method, which is a way to reduce two-dimensional prob-
lems to a succession of many one-dimensional problems.
Consider ut = b1uxx + b2uyy on a rectangle. We adopted the
Peaceman-Rachford algorithm to formulate the partial dif-
ferential equation as a second-order approximation of
solving two sets of tridiagonal systems of linear equations,
where variables of one set of tridiagonal systems corre-
spond to elements from each column of an intermediate

matrix, and variables of the other set of tridiagonal systems
correspond to elements from each row of a target matrix
[37]. According to the Thomas algorithm, we can reduce a
tridiagonal system of linear equations to three sets of first-
order recurrence equations, which can be solved by fast
parallel algorithms based on either recursive-doubling
techniques or cyclic-reduction techniques.

Thus, a static data distribution scheme by distributing
data either row by row or column by column will incur a
communication overhead due to the requirement of either
“recursive-doubling-pattern” or “cyclic-reduction-pattern”
data communication. By applying our algorithms, we have
been able to show that data redistribution is required be-
tween performing these two sets of tridiagonal systems.
Table 9 lists the experimental results of implementing this
2D heat equation based on both a dynamic data distribu-
tion scheme and a static data distribution scheme. The ex-
perimental results also show that using the above-
mentioned dynamic data distribution scheme is better than
using a static data distribution scheme.

6 CONCLUSIONS

A scientific application program is naturally written using a
sequence of Do-loops and subroutines, and each subroutine
can be treated as another sequence of Do-loops. Because it
is not practical to implement an exponential time algorithm
to deal with optimal data distributions at compiling time, it
is helpful to implement a heuristic algorithm with poly-
nomial time complexity. In this paper, we have proposed
efficient dynamic programming algorithms which allow

TABLE 7
COMPUTATION TIME AND COMMUNICATION TIME OF FOUR LOOPS

Cg = c * (m2 * (log m)/N) * tf, where c is a constant; Ch = 2 * (m
2/N) * (log N) * tc.

TABLE 8
THE SIMULATION TIME, “EXECUTION TIME (COMMUNICATION TIME),”

FOR SOLVING THE 2D FFT PROGRAM IS EXPRESSED IN UNITS OF SECONDS:
1) BASED ON A DYNAMIC DATA DISTRIBUTION SCHEME; 2) BASED ON A STATIC DATA DISTRIBUTION SCHEME

“****” means “not implemented” because of memory limitations.
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variable length program segments to use different data
distribution schema in order to improve the computation
load balance and to avoid communication overhead. The
searching space of the algorithms was reduced dramatically
after we proved that data redistribution was necessary for
executing a sequence of Do-loops if the communication cost
due to performing this sequence of Do-loops was larger
than a threshold value, and if this threshold value was
equal to four times the maximal communication cost be-
tween any two distribution schema.

Suppose that we must use at least two distribution
schema to compute any (g  + 1) consecutive Do-loops.
Normally g is a small integer, for example, g = 5. Then, we
can find a sequence of distribution schema for executing a
sequence of s Do-loops having a general structure (as
shown in Fig. 1c) in O(sg 2) time units. In addition, while
applying these algorithms, we only need to compute at
most s(g  + 1) component alignment problems, each having
a reasonable problem size. In practice, our method can be
used in parallelizing compilers to automatically determine
data distribution for distributed memory systems.
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