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Challenge descriptions:

Network  testbeds  provide  highly  customizable  infrastructures  that  make  them 
suitable for hosting a large range of experiments, including networking or distributed 
computing oriented researches.  Having in  France,  a  network  testbed focused on 
cloud computing will  help OASIS in achieving its objective of providing autonomic 
solutions to manage both IaaS and PaaS.

A fundamental key in cloud computing is the integration of Service Level Agreements 
(SLAs) to provide a reliable environment for the running services. OASIS provides 
solutions  both  at  the  platform  level  and  at  the  infrastructure  level  to  fulfill  this 
challenge.  Typically,  provisioning a service with replicas is  guided by the awaited 
response time of the service, but also by the infrastructure specificities such as a 
high network latency between the geographical sites of the cloud.  In this setting, 
every action to manage the services must then be made with regards to its impact on 
the  SLAs  and  the  resource  distribution  in  the  cloud.  Smart  virtual  machines 
placement is one of the key concepts of Entropy[1,2,3].  Its ability to consider the 
impacts of its decision on elements other than hosting servers, typically the network 
and the storage servers usage, is however limited. With a realistic multisite cloud 
environment, the OASIS team will have the opportunity to enlarge the applicability of 
its  works  by  taking  into  account  more  accurately  the  specificities  of  the  clouds 
infrastructure and evaluate the resulting prototypes on the testbed.

A second  challenge  for  OASIS  consists  in  providing  an  auto-adaptation  of  the 
services running into a cloud. As an example, a service that have to face up a load 
spike will query the infrastructure for additional resources. The infrastructure will then 
have  to  be  reconfigured  to  provide  the  awaited  resources.  This  may  consist  in 
manipulating the service virtual machines, reconfiguring the network topology or the 
storage of the virtual machines images. Such operations require manageable routers 
or file servers. The access to these elements is restricted for security purposes on 
commodity hosting platforms. This limits our knowledge about such infrastructures so 
as  the  ability  to  evaluate  our  solutions.  Having  a  testbed  dedicated  to  cloud 
computing will then permit to OASIS to investigate on infrastructure reconfiguration to 
serve services requirements. First by providing a realistic infrastructure, second by 
providing the access to its manageable elements.




