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Challenge descriptions: 

The GRID-TLSE (www.gridtlse.org/) web site provides facilities to compare 
direct solvers for sparse matrices and to share sparse matrices. 
 
Several features are available:  consult the database of collections of public 
sparse matrices and download matrix files; consult the database of 
bibliography references on sparse linear algebra. It is also possible to perform 
experiments on your own sparse matrix using direct solvers and so, quickly 
evaluate sparse direct solvers and obtain statistics on solving sparse linear 
systems. The site is also used in different projects as as a platform for 
cooperative work: work group could be created to share private matrices. 
 
In this context, we need to store a lot of matrices; our current need 
corresponds to around 700 public matrices for few hundred GBytes and a 
maximum size file of 2,5 GB. 
We expect to reference in the near future as many matrices as other 
reference matrix collection sites (University of Florida references around 2500 
matrices). 
Considering this and the fact that numerical problems with 10 GB matrices are 
now commonly handled by our industrial partners, it is obvious that we will 
face an exponential increasing storage challenge. 
 
A second aspect is the location and migration of matrices during the 
computation phase. Indeed, as the sparse solvers are deployed on the Grid, 
the location of data is very important. We have already some migration and 
persistence solutions as the data manager DAGDA from the DIET 
middleware. Although storage and system virtualization could be interesting 
and this solution has to be explored for our platform. 
 




